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Journal of
Engineering

for Gas Turbines
and Power Editorial

Let me begin by wishing all of you a very happy and prosperous new year. I am proud to have been appointed editor of this journal,
and I wish to take this opportunity to share with you my thoughts on the directions the journal is headed, issues to be resolved, and
future challenges to be overcome—call it editorial rambling if you like.

This journal began 127 years ago as a collection of 17 papers on energy conversion technology in 1880 with Vol. 1 of Transactions
of the ASME, and last year’s Vol. 128 published around 110 papers in 956 pages. The high quality of published papers and diverse
subject matter under the broad area of “Power and Energy” has sustained and enriched this journal for over a century. JEGTP is
successful because it is a one-stop place to find authoritative research literature in gas turbines and power, and the “journal as a whole
is greater than the sum of its parts.” “Excellence is eternal” and this journal, like its parent ASME, sets the standard. Today, the journal
has global outreach and a world-class stature and reputation—credit must surely go to its readers, authors, ASME staff, reviewers,
associate editors, and past editors.

A succession of editors and the ASME have led the journal through changes that were essential to keeping up with the demands of
the rapidly changing technical publication and production processes. For example, on July 1, 2004, the journal completely switched
over to the use of the ASME Journal Tool for submission of papers.1 Past editor Professor Lee Langston and editorial assistant Liz
Langston aptly handled the challenge of transition to a completely electronic media, at the same time maintaining the quality and steady
growth of the journal. Lee and Liz deserve our special appreciation for their volunteerism, leadership and hard work. Also, I express my
deep gratitude to all the outgoing associate editors who persevered during the ongoing improvements in the journal tool.

JEGTP covers a wide range of topics such as Gas Turbine Technology, Power Generation, Nuclear Engineering, Internal Combustion
Engines, Fuels and Combustion, and Advanced Energy Systems. The quality and mix of published papers is excellent. Thus, my goal
is to build upon these strengths and expand the journal without sacrificing quality.

The future promises a rapid growth in all of the above areas embraced by JEGTP. Thus, my first challenge during 2006 was to secure
ASME’s approval for my nomination of six new outstanding individuals as associate editors. They are: Gas Turbine Combustion and
Fuels, Dr. Nader Rizk �Rolls Royce Inc.� and Professor Thomas Sattelmayer �Technical University of Munich�; Gas Turbine Structures
and Dynamics, Dr. Jaroslaw Szwedowicz �ABB Turbo Systems Ltd.� and Dr. David Walls �Pratt & Whitney�; and I.C. Engines,
Professor Christopher Rutland �University of Wisconsin� and Dr. Thomas Ryan III �Southwest Research Institute�. My congratulations
to all these individuals for their selection, and I am looking forward to working with them.

All journal editors have a common goal of ensuring that the submitted papers are reviewed, selected, processed and published in a
fair and expeditious manner. Its global outreach and world-class stature continues to grow JEGTP to the point that the journal is
“bursting at its seams.” This makes me proud, but at the same time concerned because an excessive publication backlog is unhealthy
for any journal. During the past six months, I analyzed this situation and concluded that: all areas of JEGTP have experienced a steady
growth over the last two decades; the journal has simply not kept pace with this growth; and finally, there appears to be no downturn,
but only sustained future growth. I made my findings known to ASME and urged them to find a permanent solution. I am pleased to
inform you that effective January 1, 2007, ASME has approved a permanent increase in journal pages by 350 or approximately 40
additional papers, thereby significantly reducing the backlog.

What great news to begin the new year. Now, your help is necessary in ensuring that JEGTP receives high-quality research papers to
sustain its steady growth.

Dilip R. Ballal

1http://journaltool.asme.org
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25 Years of BBC/ABB/Alstom
Lean Premix Combustion
Technologies
The paper will show the development of lean premix combustion technologies in BBC,
ABB, and Alstom gas turbines. Different technologies have been developed and applied in
Brown Boveri Company (BBC) before 1990. Considerable improvements with respect to
NOx emissions as compared to gas turbines with a single combustor and a single diffu-
sion burner for liquid and gaseous fuel have been achieved with burners with extended
premixing sections and with multi-injection burners for annular combustors. Between
1990 and 2005, burners with short but effective premixing zones (EV burners: environ-
mentally friendly V-shaped burners) have been implemented in all new gas turbines of the
ABB (and later Alstom) fleet with NOx levels well below 25 vppmd (@15% O2). In
addition to this, three variants of premix technologies have been successfully developed
and deployed into Alstom GT engines: the sequential EV burners—a technology that
allows premixing of natural gas and oil into a hot exhaust stream to reheat the exhaust
gases of a first high-pressure turbine; the MBtu EV burners that are used to burn syngas
in a premix flame with low NOx emissions; and the advanced EV burners (AEV) that are
capable to prevaporize and premix liquid fuel prior to combustion and burn it with very
low NOx emissions without water injection. The paper will give an overview of these
technologies and their usage in Alstom gas turbines over the last 25 years.
�DOI: 10.1115/1.2181183�

1 Introduction
In 1939, the first commercial stationary gas turbine was erected

in Neuchatel, Switzerland by the former BBC. In the following
decades, the gas turbine technology progressed with a series of
important innovation steps; for example, the development of a
recuperated, intercooled reheat gas turbine process for high gas
turbine efficiency of 28% in the 1950s, the introduction of Ni and
Co base alloys for higher turbine inlet temperatures in the 1960s,
and the introduction of cooled turbine blading in the 1970s. In
those times, combustion technology was not such a dominant de-
limiter for the whole gas turbine technology as it is today, and
therefore the combustion targets were not as demanding as they
are today. Nevertheless, the task for a gas turbine combustor de-
velopment engineer was quite complex, since he had to provide a
stable combustion with liquid and gaseous fuels over the whole
load range with an acceptable hot gas profile, he had to ensure
ignition and a sufficient burnout for increasing combustor loading,
and he had to avoid coking and overheating. The fuels ranged
from blast furnace gases to natural gases and LPG; for liquid
fuels, heavy and crude oil were also possible. With regard to flue
gas emissions, the only concern in those early times was the
abatement of visible smoke.

In the 1970s, the emissions of CO, unburned hydrocarbons and
especially the NOx emissions started to attract attention; the first
regulations for flue gas concentrations and emissions appeared,
and the related measuring technologies made the step from lab to
field applicability with an accuracy in the ppm range.

The gas turbine manufacturers started in an early phase to ad-
dress low-NOx technologies—in a very first step with the devel-

opment of wet low-NOx control techniques, which have been
commercially available in the beginning of 1970. However, it also
became clear, that wet NOx control would not be a cost-effective
path to reach very low NOx emissions, and that instead, a quantum
leap in the combustion technology was needed, to come up with a
dry low-NOx technology �Fig. 1�.

In the former BBC, a first development strategy for dry low
NOx was formulated in the 1970s. Right from the beginning, it
was concluded that the up-to-then combustor technology with a
single diffusional burner and with a massive injection of second-
ary and mixing air into the combustor had no dry low-NOx poten-
tial and that this technology must be completely left. The decision
was taken to base the development strategy on two pillars. The
one pillar was the development of a new lean premixed combus-
tion and premix burner technology. The other pillar was the de-
velopment for a reduction of the cooling and mixing air consump-
tion in the combustor, leading finally to the annular combustor
technology.

The principal idea of this approach was to reduce the NOx
generation in the reaction zones by avoiding high flame tempera-
tures. The consequence of this approach was a generic change in
the burner and combustor architecture and in the operation con-
cept. The burners now were operating closer to extinction limits,
and stabilizing with ignitable mixtures had to cope with new prob-
lem categories, with mixing quality, flashback sensitivity, lean ex-
tinction, and pulsation stability. The need to operate the combustor
also at conditions below the lean extinction temperature of a
single premix burner led to distributed multiburner systems with
burner switching, staging, and piloting concepts. The combustor
development, on the other hand, targeted to improve the liner wall
cooling with new impingement, film, and convective cooling con-
cepts. These technologies were first implemented in the single-
burner combustors.

The race for higher gas turbine efficiency with increased firing
temperatures led to a conflicting target with the simultaneous re-
duction of NOx emissions. The consequence was to further reduce
the amount of combustor cooling air and to redirect the air as
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much as possible to the burner plane, in order to reduce the flame
temperatures for a given hot gas temperature. The single combus-
tor plus the hot gas distribution casing to the annulus of the tur-
bine inlet was giving a constraint for the cooling air reduction due
to the relative large hot gas surface. The solution to overcome this
drawback was the development of the compact annular combustor
with low cooling air consumption and a distributed annular mul-
tiburner arrangement �Fig. 2�.

In retrospect, it must be stated that this two-track strategy de-
cision of the BBC gasturbine development was a very wise antici-
pation of the future technology standard, which was at that time
not at all obvious. Other technologies, which later turned out to be
not sustainable, such as, for example, “rich burn quick quench,”
have also been on the market of dry low-NOx ideas.

The very early start for a development of the dry low-NOx
technology with lean premix burners and a low-NOx �annular�
combustor led to the fact that the BBC �later ABB� engineers
could achieve important technology milestones:

• 1984: the world’s first commercial lean premixed combus-
tion in gas turbines with 32 ppm NOx in the GT13D
Lausward

• 1988: the world’s first annular multiburner combustor in a
heavy duty gas turbine in the GT8 Purmerend

• 1995: the world’s first reheat engine with a premixed se-
quential annular combustor system in the GT24 Gilbert

In the following, it will be shown how this evolutionary, step by

step development process led to the actual low-NOx performance
and reliability of today’s premixed combustion systems for gas
turbines.

2 Lean Dry Low-NOx Technology in Brown Boveri
Gas Turbines: First Generation

Already in the 1970s, environmental aspects began to become a
serious concern. In the U.S., the Clean Air Act of 1970, amended
in 1977, was the primary federal environmental law applicable to
power generation systems. The gas turbine New Source Perfor-
mance Standards �NSPS� were issued in 1979. The NOx emissions
of gas turbines in utility use with more than 1�108 BTU/h were
limited at that time to 75 ppm at 15% O2. In California, more
stringent regulations were already effective.

Water or steam injection into the flame was the normal practice
to reduce the NOx emissions. The single-combustion chamber
with one burner only, which was a typical design feature of the
former BBC gas turbine, was very favorable for this injection
technique. The injected mass flow was in the order of the fuel
flow—depending on the required NOx values. As an advantage,
the output of the gas turbine increases with increasing water mass
flow. However, there were also significant disadvantages for the
operator: the use of water affected adversely the cycle efficiency.
In addition, water of demineralized quality and steam were in
many cases not available. For these reasons, much pressure was
put on the gas turbine industry to search for a dry low-NOx
solution.

2.1 Concept (see Fig. 3 and Ref. [1]). In 1978, a lean premix
burning concept was developed realizing that because of the
strong dependence of the thermal NO formation on the combus-
tion temperature, a long step forwards towards low NOx was only
possible if the mixing process of fuel and air was separated from
the combustion process itself, with the latter conducted under very
lean conditions. Thus, the procedure was clear: First to create a
mixture as lean and homogeneous as possible and then to burn it.

In a first step, the single combustion chamber concept was
maintained, but the combustion chamber was equipped with a
great number of vertical burner elements, each consisting of a
premixing section and at their lower end of a swirler �flame
holder�, making the separation mentioned above. A common ple-
num for combustion guaranteed safe ignition and operation of the
burners. For obtaining the greatest benefit for low NOx, the burn-
ers were operated in a staged mode allowing a combustion rela-
tively near the lean stability limit.

To meet the demand for the higher air flow of the burners, the

Fig. 1 NOx reduction history

Fig. 2 Burner and combustor development roadmap
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design of the cooling elements of the original flame tube was
modified for reducing the cooling air adequate to the lower flame
temperature. Furthermore, the secondary mixing air flow, which
made up a significant portion in the former combustion chamber,
was reduced.

Fuel specification and fuel injection: The most ambitious task
besides the abatement of NOx was the requirement to run the
combustor not only with natural gas but also with oil no. 2. There-
fore, the premixing section was also the vaporizer of the oil and
its size was determined primarily by the demand of a high degree
of vaporization.

Under load, gas and oil were injected at the entrance of the
premixing section, and whenever necessary, a very small amount
of fuel was added in the center of the swirler to improve the
stability range. At the starting sequence of the engine, oil was
injected at the swirler.

2.2 Laboratory Tests. It was clear from the beginning that
full sized tests with one burner element were indispensable at
engine conditions to obtain all the required information about
questions such as:

• lean premix burning in general, stability limits, and ignition
behavior

• NO, NO2, UHC, and CO emissions
• flashback safety for different types of flame holder
• design specification of the best flame holder
• problems with auto-ignition �oil especially�
• degree of oil vaporization with different types of fuel injec-

tors and under various load conditions
• degree of homogeneity that can be achieved in the premix-

ing section with different types of fuel injectors and influ-
ence on NOx

• design specification of the best fuel injectors
• design specification of the premixing/vaporizing element
• operating schedules of the engine combustion chamber as

result of all these tests.

A detailed test program was worked out. Additional tests were
also planned under atmospheric conditions with a small multiele-
ment test combustor for exercising burner staged operation. How-
ever, for the majority of tests, a high-pressure test facility was
required, which at that time was not available in house. Therefore,

all these development tests were performed by GASL in Westbury
USA in an excellent cooperation so that in parallel to these tests,
the design of the engine combustor could be made in the home
office.

A few summarizing results of these laboratory tests are worth
mentioning. As already mentioned, there were for oil and gas two
injectors each, one in the premix section and one in the center of
the swirler. For the oil, both injectors were air assist nozzles, the
premix one operated in the reverse direction to the air. At full load
condition, 85% of the oil was vaporized in the premix section at
an entrance condition of 620 K and 11 bar. With regard to NOx,
approximately 10 ppm �15% O2� were measured with 100% pre-
mix oil, and approximately 60 ppm �15% O2� with 92% premix
oil and 8% diffusion oil, demonstrating clearly the superiority of
lean premix burning. For methane gas, results of the same order
were obtained. Therefore, the NOx requirements of that time were
more than fulfilled.

The tests regarding auto-ignition and flashback were very dif-
ficult and the results often took a long time for correct interpreta-
tion. As an example: In the first period of the tests perforated plate
flame holders were used. The pressure increase in the combustor
at ignition was, in the beginning, sometimes high enough to pro-
duce a flow reversal into the premixing section, causing stable
combustion at the upstream surface of the flame holder in the
small areas between or outside the holes. These “burning nests,”

Fig. 4 „a… GT13 burners; „b… GT13 gas turbine

Fig. 3 First generation of dry low-NOx burners
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which were not observed, could propagate slowly further into the
mixer and, therefore, were discovered only after some time during
the test by one of the thermocouples, when the whole volume flow
became ignited. The phenomenon then appeared to be flashback
or autoignition, but in fact neither was the case. The test procedure
and installation was of course permanently improved and as a
final result a swirl flame holder was evaluated with high resistance
to flashback.

2.3 Engine Implementation (see Refs. [2,3]). The first en-
gine combustor was installed in an already existing gas turbine of
type 13 in the Stadtwerke Lausward in Düsseldorf, where the
customer kindly agreed to perform tests on his engine. The com-
bustor consisted of a package of 36 burners, which can be seen on
Fig. 4 with the premixing elements and with the swirlers in their
hexagonal configuration. The element in the center was the igniter.
The injectors could be removed individually from outside. The
fuel system, the control system, and the air assist compressor were
also new. The burners were arranged normally in five groups for
the staging schedule. Group 1, with the greatest number of burn-
ers, was more in the center and was always burning just from the
starting. The remaining groups were added stepwise at higher
load.

The commissioning of the new combustor went well; the flame
was stable and ignited easily at the staging process, and there were
no problems with auto-ignition or flashback.

2.4 Results: NOx, Unburnt Hydrocarbons, and CO. For
simplifying the operation, a small portion of “diffusion gas” re-
spectively “diffusion oil” was normally added over the whole op-
eration range. The full load data were the following with NOx at
15% O2:

Natural Gas.

• with some “diffusion gas” only on group 1: 32 ppm NOx,
0 ppm UHC, 4 ppm CO

• with some “diffusion gas” on all burners: 53 ppm NOx,
0 ppm UHC, 1 ppm CO

Oil No. 2.

• with some “diffusion oil” on all burners: 73 ppm NOx,
1 ppm UHC, 1 ppm CO

In Fig. 5, NOx data are given as an example for gas over the
whole staging process.

Operation with fuel oil caused unexpected problems. After

some time, the swirlers stained with oil deposits from the not-
vaporized oil portion of the premixing elements, leading to dam-
age of some swirlers during the following gas operation. This
problem could not be solved, and therefore the operation with oil
no. 2 was stopped.

The first generation of the dry low-NOx combustor was applied
in six gas turbine units, of which two are still in operation. The
lean premix combustion had proved to reduce the NOx emissions
significantly and to have the potential for further improvements.
The whole system so far used, however, was too complex and was
also susceptible to deterioration. For instance, it is interesting to
note that after some time of operation, unclear problems appeared
even with auto-ignition. The development of the second genera-
tion of lean premix burners had the target of overcoming these
disadvantages.

3 Multi Injection Burner and Annular Combustor for
GT8

Before continuing this report on the lean premixing line, an-
other technical approach for a low-NOx burner will briefly be
discussed, which was developed at the same time to evaluate the
best technical solution for low combustion pollutants and as a
second target to combine this burner with a compact annular com-
bustor. This was the first time that an annular combustor was used
in a BBC gas turbine.

The burner was called “Multi Injection Burner.” The idea was
to use the complete cross section area of the annular combustor
for a large number of small burners, minimizing thereby the flame
length, the residence time, and thus the NOx formation. The short
flames as well as the regular flow pattern over the cross area—due
to the many small burners—allowed the design of a relatively
short combustor with reduced cooling air consumption, which
again resulted in a higher air flow to the burners. The burners were
designed for normal diffusion flames.

There were eight casted burner segments in the combustor an-
nulus with a total number of 384 swirlers, each with a gas injector
in the center �see Fig. 6�. Ports for quenching air were arranged
near the swirlers to reduce the high gas temperature immediately
after burning. All burners were in operation over the whole load
range of the gas turbine. The annular combustor was placed in
straight line between the compressor and the turbine. The inner
and outer walls consisted of cooling elements like tiles on a sup-
port carrier arranged in nine circumferential rows. In between, the
cooling film was generated. The amount of cooling air was small.

Several gas turbines of type GT 8 with an output of 45 MW
were equipped with this type of combustor, the first one in Pur-
merend �Holland� in 1988. The NOx emission level at full load
was approximately 70 ppm �15% O2�. This result showed that
even with the high air flow in the burner the combustion took
place at near stoichiometric conditions and furthermore that the
short residence time did not compensate sufficiently the influence
of the high temperature on the formation of NOx.

Fig. 5 NOx data as function of GT13 engine load

Fig. 6 Multi Injection Burner in the GT8 annular combustor
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The result was clear: there was no way to get around the lean
premix combustion for very low NOx emissions. With the intro-
duction of this combustion technology and with the realization of
a compact annular combustor, an important development step had
been achieved in the design of high-temperature gas turbines with
low combustion pollutants.

The next paragraph will show the continuation of the develop-
ment of the lean premix combustion technology at ABB.

4 The Second Generation: EV Premix Burner Tech-
nology (see Refs. [4–7])

The experience gained with the first generation dry low-NOx
technology led to an evolutionary further development of a new
burner technology. The first generation premix burner had two
main conceptional drawbacks. The length of the premix tube, pro-
viding an air settlement section and a premixing zone, which is
needed to generate a homgeneous mixture, was much longer as
compared to conventional diffusion burners. The other drawback
was not to have an inherent protection against auto-ignition
events. The flame stabilizer hardware was exposed to an ignitable
mixture where rare events of auto-ignition or flame flashback
from the reaction zone could occur under unusual conditions.
Therefore, the first generation concept has been judged as being
not suited for future more efficient gas turbines, since the higher

air inlet pressure and temperature, and the higher flame tempera-
ture would increase the auto-ignition and the flashback sensitivity.

The chosen approach of the second generation EV premix
burner left the paradigm of existing design concepts for diffu-
sional and premix burners. The main idea of the EV burner con-
cept is derived from fundamental principles of vortical flows. It
uses the vortex breakdown of a strongly swirling core flow as an
aerodynamic control for the inner recirculation zone, which is
needed to stabilize a premix flame, without the help of a swirler
body or a center body, located in regions with ignitable mixture
�Fig. 7�.

The EV burner consists of two half-cone shells, which are dis-
placed parallel to the axis, generating two tangential slots �see
Figs. 7 and 8�. The swirl strength of the flow entering through the
tangential slots is increasing in axial direction and is adjusted
such, that a vortex breakdown of the core flow occurs close to the
burner exit. In the EV premix burner, no specific flame stabilizer
hardware exists that is exposed—as in conventional premix
burners—upstream to the ignitable mixture and downstream to the
flame stabilization zone. As a result, the EV burner has an inherent
safety against auto-ignition or flame flashback events.

Three aerodynamic features of the EV burner are important for
the premix flame stabilization and generate the inherent flashback
safety of this design �Fig. 9�.

The aerodynamic features are:

• upstream of the vortex breakdown, the core flow is strongly
accelerated, forming a natural flashback barrier

• downstream of the vortex breakdown, an inner recirculation
is formed, ensuring the premix flame stabilization

• the aerodynamic fixation of the vortex breakdown in the free
flow ensures a stable position of the flame root.

Fig. 7 EV burner principle

Fig. 8 EV burner axial flow field

Fig. 9 EV burner cast body
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The second important feature of the EV burner concerns the
compact and effective generation of the fuel-air mixture. As
shown in Fig. 7, the gaseous fuel is injected through a row of
holes in a cross-flow direction into the air entering the tangential
burner slots. Each gas injection jet has to penetrate only a small
portion of the air and has to be mixed only with “its own” small
portion of the incoming air. Since the air that enters the burner
slots is equally distributed along the length of the slot, all little gas
jets have to mix with the same portion of the air, which means that
the mixing boundary conditions are equal and therefore the gas to
air mixing performance is equally distributed in the whole flow
field of the burner. The gas injection concept in the air slot stands
for an inherent, equal predistribution of the fuel into the incoming
air, and is therefore the precondition for the high mixing effective-
ness, which leads to a homogeneous air to fuel mixture in spite of
the extremely compact mixing section volume of the EV burner.

The relatively small volume in the cone is sufficient to generate
a very homogeneous air-fuel mixture, which is a precondition for
ultralow NOx.

The liquid fuel is injected with a central plain jet nozzle in the
cone head. The liquid plain jet disintegrates into small droplets
within the burner leading cone. The swirling air flow distributes
the droplets in the whole flow field, the flame stabilization occurs
near to the burner outlet with the help of the inner recirculation
zone.

For the annular combustor applications an additional pilot gas
injection has been developed, in order to ensure the flame stabili-
zation well below the premix extinction limits. The pilot lance is
in the center of the burner cone and enriches the mixture of the
core flow. Also in the pilot mode, the flame is stabilized with the
inner recirculation zone.

4.1 Engine Implementation of the Second Generation EV
Premix Burner. The first implementation of the EV burner was in
the single combustor of a GT11 �Midland USA, 1993�, where 36
burners plus a central ignition burner were arranged in a hexago-
nal three ring arrangement. The combustor was loaded by switch-
ing on and off single burners. The same principle of a hexagonal
arrangement was later introduced into the single combustors of
the GT13, GT9, GT8, and GT11N2. The first introduction of the
EV burner with the described inner central pilot gas injection was
in the annular combustor of the GT13E2 and GT10, and later into
the GT8C2, GT24, and GT26. Today, the whole Alstom gas tur-
bine fleet is available with a low-NOx combustion system based
on EV burners. During this comprehensive fleet implementation,
the burner design has been continuously improved to reliability
and long lifetime, and the manufacturing has been simplified from
welded to casted design �Fig. 8�. In the beginning, the EV burner
was developed in different sizes. In the meantime the actual
burner is a modular standard cast body design, which is intro-
duced into the annular and single EV combustors of the different
engines.

The adaption to the engine power is done with the number of
burners. This standardization has the advantage that the burner
development cycle could be simplified, since burner improve-
ments with regard to design, reliability, stability, and combustion
performance, have been realized and introduced uniformly into
different engine and combustor types.

5 EV Premix Burner Technology for Syngas Combus-
tion in the GT13E2MBTU (see Refs. [8–11])

An appropriate injection method for MBtu gases has to take the
critical properties of these fuels into account. Injection of these
MBtu fuels along the air inlet slots is no longer appropriate due to
the high flame velocities of hydrogen containing fuels and the
higher volume flux, which would distort the incoming air profile.
A simple and effective injection design for the MBtu fuel has been
developed. Instead of fuel injection along the slots, a number of
circular holes close to the burner end inject fuel radially inward

enabling inherently safe operation of the burner, even with high
hydrogen content fuels �Fig. 10�. No fuel is found inside the
burner and care has been taken to keep the outer recirculation
zone free from unmixed fuel. Due to the high velocity of the fuel
injection, the flame stabilizes downstream of the burner. Here the
fuel jets reach the hot recirculation zone. The air leaving the
burner is entrained into the fuel jets, thus premixing the fuel and
air. The standard EV burner has been shortened to increase the air
velocity at the burner exit where the syngas injector holes are
located. This acts to enhance mixing, thereby lowering NOx emis-
sions, and is an additional step to prevent flashback into the
burner.

Due to these modifications, the combustion system is capable of
burning undiluted syngas safely and fulfilling NOx requirements
with relatively small N2 dilution to 7 MJ/kg heating value. This
system is based on the proven EV burner and is also operable with
oil no. 2.

The first ALSTOM application of a GT13E2 to hydrogen-based
syngas fuel �API Energia, Falconara, Italy� was for residual oil
gasification syngas. The NOx performance of the GT13E2-MBtu
is excellent and meets all guaranteed values. In the required syn-
gas operation range between 50% and 100% load, measured NOx
values were below 25 vppmd @ 15% O2 �Fig. 11�. The measured
CO values are also very low and stay below 3 vppmd @15% O2.

6 ABB’s SEV Burner Development and Application in
the GT24/26 Engines (see Refs. [12,13])

Development of sequential combustion technology needed for
reheat engines started in 1990 and was confirmed in engine tests
with a GT24 at Gilbert �USA� power station in 1995. The ad-
vanced technology behind the GT24/GT26 is the sequential com-
bustion system. With a pressure ratio of 30:1, the compressor
delivers nearly double the pressure ratio of a conventional com-
pressor. The compressed air is heated in a first combustion cham-

Fig. 10 EV burner adapted to syngas application

Fig. 11 GT13E2-MBtu syngas operation, NOx emission as a
function of GT load
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ber �EV combustor�. After the addition of about 60% of the fuel
�at full load�, the combustion gas expands through the first turbine
stage. This one stage, high-pressure �HP� turbine lowers the pres-
sure from 30 to approximately 15 bar. The remaining fuel is
added in a second combustion chamber �SEV combustor�, where
the gas is again heated to the maximum turbine inlet temperature
�Fig. 12�. Final expansion in the four-stage, low-pressure turbine
follows. Figure 13 shows the thermodynamic cycle of the sequen-
tial combustion process, while compares the cycle of the sequen-
tial combustion process with a conventional cycle. It is seen that
for the same power output, a lower turbine inlet temperature is
needed with the sequential combustion cycle.

Sequential combustion is not new in the history of power gen-
eration. During the 1950s and 1960s BBC delivered 24 plants
with various combinations of intercooling in the compressor and
two-stage combustion in the turbine. Nine of these plants are still
in operation today.

In a conventional lean premix combustor �e.g., the EV combus-
tion chamber� spontaneous ignition must be avoided, since it
could lead to overheating of combustor components and to unac-
ceptably high pollutant emissions. A reheat combustion system,
such as the SEV �sequential EV� combustion chamber, can be
designed to use the self-ignition effect for a simple and rugged
construction. In order to achieve reliable spontaneous ignition
with natural gas and to widen the stability range, combustor inlet
temperatures higher than 1000°C over the whole operating range
were selected for the GT24/GT26 SEV combustor. Successful op-
eration of the SEV combustor requires that, in addition to ensuring

self-ignition, emissions are kept low. For low NOx emissions, the
fuel and the hot HP turbine exit gas must be mixed well prior to
ignition. If this is not the case burning will occur in fuel-enriched
regions, where high flame temperatures result in high NOx gen-
eration rates. An optimum relationship between the ignition delay
and degree of premixing is therefore desirable, the former having
to be kept short in order to ensure self-ignition and limit the size
of the combustor. Furthermore, this optimum should be main-
tained over a wide range of fuel flow rates, which change with the
combustor load and fuel compositions; e.g., as a result of different
blends of natural gas.

6.1 Fuel Injection. In the SEV combustor of the GT24/GT26,
the above optimum is reached through the use of carrier air, i.e.,
air that is bled from the compressor and injected into the SEV
burner together with the fuel. The carrier air works both as a
premixing enhancer, in that it maintains the momentum of the fuel
jet �a factor critical to achieving high premixing quality�, and as
an ignition controller.

6.2 Aerodynamic and Fuel/Oxidant Mixing Within the
Burner. As in the EV burner, fuel distribution and mixing within
the SEV burner is achieved with the aid of vortical flow. The
flame is anchored at the vortex breakdown position. The vortices
are generated by delta wings, formed like ramps and located on
the walls of the SEV burner �Fig. 14�.

The requirements of low pressure drop and high safety against
flame in the mixing zone led to delta-wing type vortex generators,

Fig. 12 GT24/26 sequential combustion gas turbine

Fig. 13 GT24/26 reheat cycle
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which can generate streamwise vortices without any recirculation
zones. In order to satisfy other practical considerations such as
mechanical integrity and cooling, a tetrahedral geometry, which
consists of two half-delta-wing side surfaces and a full-delta-wing
upper surface, has been chosen.

In Fig. 15 the arrangement of the vortex generators in the SEV
burner together with the fuel lance is shown. The fuel is injected
through four holes together with the carrier air from a fuel lance
downstream of the vortex generators.

Figure 16 shows the vortical flow pattern downstream of the
vortex generators. Four pairs of vortices are generated such that
each fuel jet is injected in one of the vortices �see Figs. 15 and
17�.

6.3 Engine Implementation and Results. After first imple-
mentation of the reheat combustion technology in the GT24 in
Gilbert �USA, 1995�, the 50 Hz version was launched in 1997
with a GT26 at ENBW Karlsruhe, Germany �see Fig. 18�. Today,
75 GT24/26 engines are in commercial operation and have
achieved more than 1.2�106 operating hours. The GT24/26 gas
turbines are capable to run on NG and on oil with very low emis-

sions, high availability, high part load efficiency, and low part load
emissions. Figure 19 shows the NOx emissions measured as a
function of engine load.

7 ABB’s AEV Burner Development and Application
(see Ref. [14])

The AEV burner �advanced EV burner� was optimized with
special emphasis on liquid fuel application. By using four instead
of two inlet slots, the distribution of the radial inlet flow is more
even, which makes the swirler completely safe against wall im-
pingement of fuel droplets. The addition of a mixing tube allows
for a longer evaporation time and for additional mixing in the gas
phase �Fig. 20�.

From the axial and tangential velocity profiles shown in Fig. 21
one can tell that a jetlike flow field with a distinct small body
vortex core is rapidly formed within the conical swirl generator.
At the exit of the swirler the maximum axial flow velocities on the
centerline are in excess of two times the bulk velocity. This high
velocity jet flow is maintained throughout the mixing tube, thus
providing high flashback safety. Even close to the mixing tube

Fig. 14 Delta-wing vortex generators

Fig. 15 Vortex generation and fuel injection in the SEV burner

Fig. 16 Vortical flow pattern in the SEV burner
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walls, high axial velocities can be achieved by proper admission
of small amounts ��10% of total air flow� of additional air �Fig.
20�. In combination with the dilution effect of this air addition
flashback along the mixing tube walls can be suppressed very
effectively.

Since liquid fuel atomization, penetration, and evaporation are
all heavily dependent on the surrounding atmosphere, it is difficult
to find experimental techniques for investigations at real engine
conditions. Numerical simulations are very helpful in this case,
but due to the present state of models for two-phase flow �espe-
cially concerning droplet disintegration and the evaporation of
multicomponent fuels�, they cannot be used without experimental
validation. For the AEV burner development, both numerical and
experimental tools have been applied to study fuel/air mixture
preparation.

The AEV burner was developed at the ABB research center in
Dättwil, Switzerland and was extensively tested in atmospheric
and full-pressure test rigs. The burner is integrated in the GTX100
and meets the emission targets on both oil �35 ppmv� and natural
gas �15 ppmv� without water injection.

8 Annular Premix Combustor Development (see Ref.
[8])

As a complement to the premix burner development the annular
combustor development has been started at ALSTOM in an early
phase. The low-NOx performance of premix systems can be fully
exploited when it is possible to redirect the combustor cooling air
as much as possible to the premix burner inflow. This requirement
gained increasing importance, due to the fact that the turbine entry
temperatures have been raised in modern high efficiency gas tur-
bines well above the extinction temperatures of premix flames.

Fig. 17 View from downstream into the SEV burner „fuel lance
removed…

Fig. 18 GT24/26 main components

Fig. 19 GT24/26 NOx †vppmd@15% O2‡ emissions on natural gas

Fig. 20 Design features of the AEV burner
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For these conditions air, which is entering the combustor down-
stream of the premix flame zone, contributes to an increase of the
primary flame zone temperature and therefore causes excessive
NOx formation. The annular combustor principle has been chosen,
in order to minimize the combustor surface, which is exposed to
the hot gas, and by that to minimize the cooling air consumption.
Furthermore, the annular design offers a compact and cost-
effective design as compared to single combustors or can combus-
tors.

The annular combustor design implies the distribution of a mul-
titude of singular burners along the circumference. This require-
ment is completely inline with the generic premix combustor op-
eration concept, which is based on a multiburner arrangement.
The annular multiburner arrangement has several advantages,
which all are based on the fact, that the individual burners are
communicating with their neighbours in circumferential direction:

• cross-ignition from burner to burner is ensured without any
cross-firing tubes;

• operation at part and full load with burner groups running at
different flame temperatures or even with some burners
switched off is possible. Those burners that are running be-
low extinction are stabilized by their neighbors running
above extinction, which leads to complete burnout at the
combustor end and low NOx emissions.

• the annular combustor generates a uniform hot gas tempera-
ture distribution at the turbine inlet, which is a precondition
for long turbine lifetime in modern, highly efficient gas
turbines.

The arrangement of the EV burners and of their swirl direction
in the combustor has to take into account the induced tangential
flows in the combustor annulus. With a smart arrangement of the
burners and their swirl direction it is possible to substantially im-
prove the crossignition, the part load stability, the mixing, and the
turbine inlet temperature profile. This has been the main consid-

eration for the arrangement of the 72 EV burners in the first an-
nular premix combustor of the GT13E2 �see Fig. 22�. The EV
burners are equally distributed over the circumference in a stag-
gered two- row arrangement.

In the following development steps the annular premix combus-
tors of the GT24, GT26, and the GT8C2 have been realized with
a simple, single-row burner arrangement �see Figs. 23 and 24�.

The compactness of the annular combustor also enables the
realization of a closed loop liner cooling system, where all liner
cooling air is fed back to the air coming from the compressor. In
order to achieve this closed loop liner cooling concept, the EV
burners are separated from the combustor casing with an addi-
tional hood. �see Figs. 24 and 25�. The closed loop cooling design
requires a low burner pressure drop, as is the case with the EV
burner, since the sum of the cooling pressure loss and the burner
pressure loss contributes to the total combustor pressure loss.

Fig. 21 Axial „top… and tangential „bottom… velocity profiles in
the AEV burner

Fig. 22 GT13E2 with annular premix combustor

Fig. 23 View into the annular premix combustor of the GT26
„burners and igniter removed…

Fig. 24 Engine integration of the annular single row combus-
tor in the GT8C2

Fig. 25 Closed loop liner cooling system for annular premix
combustors
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9 Conclusions
The long development experience and a systematic step-by-step

development strategy for premixed combustion systems is a pre-
requisite for the today’s performance and achievements of low
NOx combustion. This development has been a key success factor
for achieving very low emissions together with a high operational
reliability and flexibility. The modular design of the annular pre-
mix combustor with EV and SEV burners has led to cost-efficient
and reliable combustor systems for highly efficient gas turbines
with a maximum benefit for the customer.
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Advancements in Gas Turbine
Fuels From 1943 to 2005
The first provisional jet fuel specifications were published in 1943 in England (RDE/F/
KER/210) and 1944 in the U.S. (AN-F-32a). Jet fuel has undergone many changes in
subsequent years, with current specifications for JP-5 and JP-8 for the military in the
U.S. and Jet A/Jet A-1 for commercial use worldwide. Jet fuel specifications are subject
to constant tension between performance requirements and availability/cost consider-
ations. In this paper we will discuss how jet fuels have evolved over the years from the
first engines to current gas turbine engines. Jet fuels derived from nonpetroleum sources
will also be discussed. �DOI: 10.1115/1.2364007�

Introduction

When the Wright Brothers needed fuel for their 1903 flight,
they used “several cans of Standard Oil motor gasoline from a
nearby boatyard” �1�. This casual fuel acquisition is in dramatic
contrast to the industry needed to produce the 177 million gallons
per day of jet fuel that are consumed worldwide �2�. In this paper
the history of jet fuel development is traced from its origins with
Whittle and Von Ohain in the late 1930s and early 1940s through
the present day. This paper deliberately neglects the fascinating
history of aviation gasoline, with its dramatic dependence of per-
formance �octane number� on composition �3,4�. Gas turbines
were expected to be much more fuel independent, with the con-
tinuous combustion process resembling that of boilers much more
that of gasoline-powered engines. The dominance of gas turbine
engines for aviation can be inferred from the trends in aviation
gasoline and jet fuel production shown in Fig. 1 �2,5�. Once the
commercial airline industry generally adopted the gas turbine en-
gine in the late 1950s �6�, the use of aviation gasoline was con-
fined to the relatively small general aviation market. About 40%
of world jet fuel consumption occurs in the U.S., with roughly
90% of U.S. consumption by commercial carriers. This paper is a
distillation of more extensive reviews �3,7–10�, and focuses on
more recent developments.

A Brief Note on Terminology. Fuels based on petroleum dis-
tillates have incorporated a host of somewhat nebulous terms
based on the terminology of the early refining industry. Early
petroleum refineries were primarily distilleries, with products
�fractions� differentiated by boiling point. Thus, a reader may
come across unfamiliar terms such as kerosene, naphtha, gas oil,
heavy or light fraction, sweet or sour crude, straight-run, hy-
drotreated, etc. Table 1 is an attempt to list the common terms for
petroleum fractions �2,11–14�. There is considerable overlap be-
tween categories, as well as considerable disagreement about the
definition of a particular generic category. For example, one ref-
erence gives a definition of kerosene as “a refined petroleum dis-
tillate that has a flash point of 25°C �77°F�” �12�, in contrast to
the boiling range definitions in Table 1. In general, as the boiling
temperature increases, the molecular weight and density increase
and the vapor pressure decreases. Thus, one might describe the
upper boiling range of a fraction as the heavy or residual end of
the fraction. Typical molecular weight distributions are shown in
Fig. 2 for avgas and Jet A �equivalent to JP-8�. Other specialty

kerosene fuels with narrower boiling ranges also exist, such as
JP-7 and RP-1 �Rocket Propellant-1�, as shown in Fig. 2.

Aviation Gas Turbine Engine Fuels
The early pioneers in gas turbine development, Whittle in En-

gland, and Von Ohain in Germany, faced a wide variety of options
in choosing a fuel for gas turbines. Whittle had considered diesel
fuel, but ended up choosing illuminating kerosene because of an
expected requirement for a lower freeze point than that available
with diesel �9�. In contrast, Von Ohain originally demonstrated his
turbine engine with hydrogen, but vehicle considerations led to a
switch to liquid fuel �8,6,15�. The world’s first turbojet-powered
flight was made on 27 August 1939 in a Heinkel 178 aircraft
burning avgas. The first flight of the Whittle engine occurred on
15 May 1941 in a Gloster Meteor aircraft using kerosene as the
fuel. Despite their headstart in turbojet engine development, Ger-
many did not decide until 1943 to produce jet-powered aircraft.
One of the arguments for development at that time was Germany’s
shortage of high octane fuel and that the jet engine could run on
diesel fuel �8�. Most of the jet engines developed before the end of
World War II utilized conventional kerosene as a fuel. The first jet
fuel specification was the Directorate of Engine Research and De-
velopment 2482 �DERD 2482�, published in England in 1947.

As engines and specifications developed, it became apparent
that several fuel properties were key to bounding the envelope of
jet fuel characteristics. High-altitude operation meant fuel freeze
point required attention. However, the lower the freeze point, the
lower the fraction of crude oil that was suitable, so that the freeze
point had to be balanced against availability. Higher fuel
volatility/vapor pressure aided vaporization-controlled engine per-
formance requirements such as altitude relight, which had to be
traded against boil-off and entrainment losses from fuel tanks at
altitude �as well as safety concerns from explosive mixtures in
tank vapor spaces �16��. In the United States, JP-1 �see Fig. 3�,
JP-2, and JP-3 were ultimately unsuccessful attempts to balance
the conflicting requirements of volatility, freeze point, and
availability/cost �9�. Two fuels emerged in the late 1940s and
early 1950s from this chaotic situation: a wide-cut naphtha/ kero-
sene mixture called JP-4 in the United States �MIL-F-5624 in
1950� and a kerosene fuel with a −50°C �−58°F� freeze point
�DERD-2494 in England and Jet A-1 in ASTM D-1655 in the
United States�. This freeze point was arrived at through a signifi-
cant research effort. ASTM D-1655 also specified Jet A with a
−40°C �−40°F� freeze point. The Jet A-1 freeze point was
changed from −50°C to −47°C in the late 1970s to increase the
number of petroleum feedstocks that could be used to manufac-
ture the fuel and thus increase availability and reduce the cost.
The differences between the major aviation gas turbine fuels are
summarized in Table 2. Civil aviation currently uses Jet A-1 �or its
equivalent� throughout the world, except for domestic carriers in
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the United States, who use Jet A to reduce the cost. The freeze
point value in the specification is often the most difficult �and
costly� for the refiner to meet. Military aircraft used JP-4 until
converting to JP-8 in the 1980s �see Fig. 4�. JP-8 �MIL-T-83133�
is essentially Jet A-1 with three military-specified additives �as
described later in conjunction with Fig. 5�. The conversion to JP-8
occurred primarily to improve the safety of aircraft, although the
“single fuel for the battlefield” concept �and the similarity of jet
fuel to diesel fuel� is centered on the use of aviation kerosene in
all U.S. Air Force and U.S. Army aircraft and ground vehicles. A
similar process is occurring in the U.S. Navy, where the large
variety of liquid fuels has shrunk down to just two, JP-5 for air-
craft and F-76 diesel for all other liquid fuel requirements. Logis-
tical considerations may drive commercial jet fuel to be the single
battlefield fuel.

The history of the evolution of conventional, widely available
jet fuels from the late 1950s to the present is mainly the story of
the evolution of test methods and fuel additives to maintain the
integrity of the jet fuel supply and to improve safety and correct
operational problems. Because of their importance, specifications/
test methods and additives are discussed separately later. Specialty
fuels were developed for various applications throughout the sec-
ond half of the 20th century. In the early 1950s, JP-5 �included in
MIL-F-5624� was developed. JP-5 is a high-flash-point
�60°C/140°F� aviation kerosene used onboard U.S. Navy ships
to enhance safety. The development of the higher Mach aircraft
led to several specialty fuels. As the flight velocity increases, aero-
dynamic heating leads to larger amounts of heat being rejected to
the fuel, both in the tanks and in the engine, leading to vapor
pressure and thermal stability concerns. The cutoff point between
the use of conventional Jet A-1/JP-8 fuels and specially produced
fuels is between Mach 2.2 and 3. Thus, the Mach 2.2 Concorde
uses Jet A-1, whereas the Mach 2-3 XB-70 and SR-71 used spe-
cialty fuels. JP-6 �MIL-F-25656� was a low-volatility kerosene
developed for the Mach 2 XB-70 �17�. The Mach 3 SR-71 re-
quired JP-7 �MIL-T-38219�, a low-volatility/high thermal stability,
highly processed �low sulfur and aromatics� kerosene �9,16�. The
U-2 high-altitude reconnaissance aircraft required both improved
thermal stability and a lower freeze point in its fuel �JP-TS, MIL-
T-25524� because of its high-altitude, long-duration cruise. These
specialty fuels gave a higher performance than conventional avia-
tion kerosenes, at the expense of higher fuel and logistical costs
�JP-7 and JP-TS are roughly three times the cost of JP-8 and Jet
A-1�. The accepted operational temperature limits of these various
fuels are approximately 163°C �325°F� for Jet A/Jet A-1/JP-8/
JP-5, 219°C �425°F� for JP-TS, and 288°C �550°F� for JP-7
�18�. The accepted limit for gas turbine operation is approximately
Mach 4.

Russian jet fuels underwent a parallel evolution throughout this
period �19,20�. In most areas, current Russian fuels TS-1 and RT
and Russian specifications �GOST 10227� are interchangeable
with Jet A-1/JP-8. The main difference between fuels TS-1 and
RT is in the area of thermal stability: TS-1 is a straight-run fuel,
whereas RT is hydrotreated. By comparison with Jet A-1/JP-8,
TS-1 and RT are lighter �have a lower initial boiling point and
10% recovery point in distillation� and have a correspondingly
lower flash point and freeze point. Thus, worldwide there are three
major specifications in civil use: ASTM D 1655, British Defence
Standard �Def Stan� 91-91 �successor to DERD 2494�, and Rus-
sian GOST 10227. International oil companies have created the
“Joint Check List” to standardize jet fuel deliveries worldwide
under Jet A-1/Def Stan 91-91 �2�. The International Air Transport
Association has also issued guidance material for its members
codifying the Jet A/Jet A-1/TS-1 specifications. Pustyrev �20� dis-
cusses two specialty Russian fuels specified in GOST 12308:
T-8V, a higher density/higher flash-point kerosene and T-6, a high-
density kerosene �specific gravity 0.84 vs 0.8 for Jet A-1/JP-8�,
which has no commercial or military counterpart in Europe or the
United States. U.S. Air Force programs in the 1980s demonstrated

Fig. 1 Trends in U. S. aviation fuel consumption

Table 1 Petroleum distillate terminology

Fractions
Approximate

boiling range, °C
Typical average
carbon number

Generic terms
Gasoline �200
Naphtha 150–250
Kerosene 200–300
Fuel oil/Gas oil �275

Specific Products
Aviation gasoline �“avgas”� 45–145 C7
Motor gasoline �“mogas”� 30–200 C7
Auto diesel 200–350
Jet fuel 150–265 C11

Fig. 2 Carbon number distribution for kerosene fuels and
avgas

Fig. 3 Fuel requirements are often painted on aircraft. In this
picture from the Nat’l Museum of the Air Force in Dayton, an
early jet fighter „the P-80… specifies “JP-1.”
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the production of fuels similar to T-6 �21,22�, but no specification
was published in the absence of user requirements.

Fuels Specification Requirements and Test Methods
Fuel specifications and testing have been an integral part of the

development of aviation fuels. Fuel specifications are performance
specifications in general and are written to allow any particular
combination of hydrocarbons that meets the specified perfor-
mance. Properties are allowed to vary to the extent that the varia-
tions will have no deleterious effect on the performance of the fuel
in aircraft. The tighter �smaller variations in properties allowed�
the specification is written, the higher is the cost of the fuel in
general. The first U.S. Government specification was issued in
1907 for the purchase of gasoline �U.S. Navy specification 24
G.5�, and required only that the fuel be of a certain specific grav-
ity �density� and that it not be contaminated with materials that
would leave a residue after fuel evaporation �8�. As fuel demand

grew and problems in service became apparent, limitations on
chemical composition and more performance requirements were
added. By 1922 there were standard tests established for color
�Saybolt number�, corrosion and gums �copper dish test�, and sul-
fur content �Doctor test�, as well as others �9,23�. As described
elsewhere �e.g., �8��, the octane number became an important
specification requirement in 1930. Higher altitude operation led to
a requirement for maximum freeze point. ASTM has been a key
force in the development and standardization of test methods for
fuel specification testing. Current aviation fuel specification re-
quirements can be broken into three categories: chemical compo-
sition, physical properties, and miscellaneous requirements. Com-
position requirements include tests to determine the hydrocarbon
types in the fuel, to evaluate the sulfur content, and to quantify the
organic and inorganic acids in the fuel. Physical properties speci-
fied include density �or specific gravity�, volatility, vapor pressure,
flash point, viscosity, and freeze point. Miscellaneous require-
ments include the determination of heat of combustion, burning
quality, corrosivity, cleanliness, particulates, thermal stability,
color, existent gum, and electrical conductivity. The requirements
table from the JP-8 specification is presented in Table 3. The Jet
A/Jet A-1 specification �ASTM D1655, Def Stan 91-91� is very
similar. Note the significant number of test methods employed in
certifying JP-8, most driven by operational problems. More de-
tailed discussions can be found in Martel �9� and the CRC Avia-
tion Fuel Properties Handbook �23�.

Additives
Fuel additives are chemicals that are added to fuels to impart

specific properties, or to counteract the effects of fuel contami-

Table 2 Summary of major jet fuel characteristics „additive acronyms explained in the additive section below…

JP-4 JP-5 JP-8 Jet A Jet A-1

Base Gasoline + Kerosene Kerosene Kerosene Kerosene Kerosene
Flash point �min�, °C �°F� n/a 60 �140� 38 �100� 38 �100� 38 �100�
Freeze point �max�, °C �°F� −58 �−72� −46 �−51� −47 �−53� −40 �−40� −47 �−53�
Additives �see Fig. 5� AO, CI/LI, FSII, SDA AO, CI/LI, FSII AO, CI/LI, FSII, SDA None None

Fig. 4 The F-111F spanned the JP-4 to JP-8 conversion. ASTM-
D-1655 Type B „“Jet B”… is the commercial equivalent of JP-4.

Fig. 5 Jet fuel additives. Antistatic additive is also called static dissipater additive „SDA….
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nants that are not easily removed. The selection of additives is
subject to many constraints. Additives intended to enhance perfor-
mance of the fuel in one aspect can have deleterious effects on

other fuel properties. A major concern is the compatibility of ad-
ditives with the materials in the fuel system and in the engine hot
section. A large number of fuel additives have been developed and

Table 3 JP-8 specification chemical and physical requirements, MIL-DTL-83133E

Property Min Max
Test methods

ASTM standards

Color, Saybolt a D156b or D6045
Total acid number, mg KOH/g 0.015 D3242
Aromatics, vol percent 25.0 D1319
Sulfur, total, mass percent 0.30 D129, D1266, D2622, D3120,

D4294b or D5453
Sulfur mercaptan, mass percent OR 0.002 D3227
Doctor Test negative D4952
Distillation temperature, °Cc D86b, D2887
�D2887 limits given in parentheses�
Initial boiling point a

10% recovered 205 �186�
20% recovered a

50% recovered a

90% recovered a

End point 300�330�
Residue, vol percent 1.5
Loss, vol percent 1.5
Flash point, °C 38 d D56, D93b or D3828d

Density or gravity
Density, kg/L at 15°C OR 0.775 0.840 D1298 or D4052b

Gravity, API at 60°F 37.0 51.0 D1298
Freezing point, °C −47 D2386b, D 5901 or D5972
Viscosity, at −20°C, mm2/s 8.0 D445
Net heat of combustion, MJ/kg 42.8 D3338e or D4809b

Hydrogen content, mass percent 13.4 D3701b, D3343
Smoke point, mm, OR 25.0 D1322
Smoke point, mm, AND 19.0 D1322
Naphthalene, vol percent 3.0 D1840
Calculated Cetane Index a D976f

Copper strip corrosion, 2 hr at
100°C �212°F�

No. 1 D130

Thermal stability D3241a

change in pressure drop, mm Hg 25
heater tube deposit, visual rating �3l

Existent gum, mg/100 ml 7.0 D381
Particulate matter, mg/L 1.0 D2276h or D5452b

Filtration time, minutes 15 h

Water reaction interface rating 1 b D1094
Water separation index i D3948
Fuel system icing inhibitor, vol % 0.10 0.15 D5006j

Fuel electrical conductivity, ps/m k k D2624

aTo be reported—not limited.
bReferee test method.
cA condenser temperature of 0° to 4°C �32° to 40°F� shall be used for the distillation by ASTM D86.
dASTM D56 may give results up to 1°C �2°F� below the ASTM D93 results. ASTM D3828 may give results up to 1.7°C
�3°F� below the ASTM D93 results. Method IP170 is also permitted.
eWhen the fuel distillation test is performed using ASTM D2887, the average distillation temperature, for use in ASTM D3338,
shall be calculated as follows: V= �10% +50% +95% � /3.
fThe mid-boiling temperature may be obtained by either ASTM D86 or ASTM D2887 to perform the cetane index calculation.
ASTM D86 values should be corrected to standard barometric pressure.
gSee 4.5.3 for ASTM D3241 test conditions and test limitations.
hA minimum sample size of 3.79 l.�1 gallon� shall be filtered. Filtration time will be determined in accordance with the
procedure in Appendix A. This procedure may also be used for the determination of particulate matter as an alternate to ASTM
D2276 or ASTM D5452.
iThe minimum microseparometer rating using a microseparometer �MSEP� shall be as follows:

JP-8 additives MSEP rating, min.

Antioxidant �AO�* , metal deactivator �MDA�* 90

AO*, MDA*, and fuel system icing inhibitor �FSII� 85

AO*, MDA*, and corrosion inhibitor/lubricity improver �CI/LI� 80

AO*, MDA*, FSII, and CI/LI 70

* Even though the presence or absence does not change these limits, samples submitted for specification conformance testing
shall contain the same additives present in the refinery batch. Regardless of which minimum the refiner elects to meet, the
refiner shall report the MSEP rating on a laboratory hand blend of the fuel with all additives required by the specification.
jThe test shall be performed in accordance with ASTM D5006 using the DiEGME scale of the refractometer.
kThe conductivity must be between 150 and 450 pS/m for F-34 �JP-8� and between 50 and 450 pS/m for F-35, at ambient
temperature or 29.4 °C �85 °F�, whichever is lower, unless otherwise directed by the procuring activity. In the case of JP-8
+100, JP-8 with the thermal stability improver additive �see 3.3.6�, the conductivity limit must be between 150 to 700 pS/m at
ambient temperature or 29.4 °C �85 °F�, whichever is lower, unless otherwise directed by the procuring activity.
lPeacock or abnormal color deposits result in a failure.
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investigated over the years �9,23�. The following paragraphs con-
tain brief discussions of the various additives currently in use.
Many of these additives are shown in Fig. 5.

In 1954, the U.S. Government began using commercial pipe-
lines to transport aircraft fuel to U.S. Air Force facilities. To com-
bat the excessive corrosion in the ground fuel systems, and to
reduce the carryover of corrosion products into aircraft fuel sys-
tems, corrosion inhibitor additive requirements were added to
specifications for both avgas and turbine engine fuels. A specifi-
cation �MIL-I-25017� was issued in 1954 for corrosion inhibitor
additives. These additives also act to improve fuel lubricity �lu-
bricating capability� and thus are often referred to as corrosion
inhibitor/lubricity improver �CI/LI� additives. CI/LI additives are
typically added at approximately 20 mg/L. CI/LI additives that
are qualified for use in JP-8 are listed the Qualified Products List
�QPL� associated with the current specification �MIL-PRF-
25017G/QPL-25017-17�. In an effort to streamline military speci-
fications and bring them in line with commercial practice, most
specifications have evolved into “performance” �MIL-PRF-xxxx�
or “detailed” �MIL-DTL-xxxx� specifications.

Water contamination in aviation fuels has always been a serious
problem. In liquid form, water can cause temporary flameout in
the engine, but in solid form �ice�, it can block filters and fuel
lines and completely stop the flow of fuel to the engine. In the
1940s and 1950s, free, undissolved water in fuel was suspected as
the cause of many in-flight incidents and accidents. A major re-
search and development program was initiated to solve the water-
in-fuel problem as a result of a B-52 crash in 1958. One objective
was the development of a fuel system icing inhibitor �FSII�. The
FSII was to be added to the fuel, but would preferentially migrate
to any free water present and act as an antifreeze. The current
icing inhibitor used is diethylene glycol monomethyl ether at a
maximum concentration of 0.15 vol.%. The FSII also acts to
minimize the growth of micro-organisms in fuel, so it is some-
times referred to as a “biocide.”

Because of their low electrical conductivity, aviation fuels can
build up a static electrical charge, especially during fueling. Dis-
charge of this built-up charge in areas where flammable fuel/air
mixtures exist, for example, fuel tanks, has been a problem. A
solution is use of static dissipator additives �SDA� in the fuel to
increase the electrical conductivity of the fuel and increase the
rate of charge dissipation. Octel Stadis 450 is the only currently
approved SDA for turbine engine fuels �9�. Typical concentrations
of 0.5–2.0 mg/L increase the fuel conductivity to between 200
and 600 pS/m �picoSiemens/m�. As shown in Table 3, the mini-
mum conductivity allowed in JP-8 is 150 pS/m. The main differ-
ence between commercial Jet A-1 fuel and military JP-8 fuel is the
specified presence of a corrosion inhibitor, FSII, and SDA.

Antioxidant additives are added to turbine engine fuels and
other petroleum products to prevent the formation of gums and
peroxides during storage by reducing the formation of free radi-
cals in the fuel. Peroxides are deleterious to thermal oxidative
stability, being precursors to the formation of deposits. Peroxides
also attack fuel tank polysulfide sealants and other fuel system
elastomers. The most common antioxidants are hindered phenols,
exemplified by 2,6 di-tert-butyl 4-methylphenol �“butylated hy-
droxytoluene” �BHT�, also used in food�. Normal antioxidant con-
centrations in turbine engine fuels range up to 14 mg/L �except as
discussed below for JP-8+100�.

Metal deactivator additives �MDAs� were initially added to
gasolines that had been treated using the copper sweetening pro-
cess �a method to convert mercaptan sulfur compounds to less
noxious sulfur compounds�. Copper is known to catalyze oxida-
tion reactions that form gums, and so MDA was used to deactivate
any traces of copper left in the fuel. MDAs function by forming a
chelate with the metal. The chelate effectively isolates the metal
from the fuel. Metal deactivators are optional additives in military

turbine engine fuels, and are approved for use in military turbine
engine fuels at concentrations up to 6 mg/L �unless added as part
of JP-8+100 discussed later�.

The JP-8+100 Program
Thermal stability �24� is another fuel property than can be im-

proved by additives. Jet fuel picks up a significant amount of
waste heat in aircraft fuel systems through the cooling of compo-
nents and other fluids �such as engine oil�. Thermal instability of
the fuel results in deposit formation in fuel system passages, in
controls, and on filters. Currently, the specification test device for
thermal stability is the jet fuel thermal oxidation tester, as de-
scribed in ASTM D3241. The JP-8+100 research program was
initiated by the U.S. Air Force, in cooperation with other govern-
ment agencies, industry, and universities, in 1989 �25,26�. The
main goal of the program was to increase the heat sink capability
of JP-8 fuel by 50%, by increasing the fuel operating temperature
limit by 100°F �56°C�, from 325°F to 425°F �163°C–219°C�.
This was to be accomplished by developing additives to blend
with the fuel at a cost of one dollar or less per 1000 gallons
�3.785 m3� of fuel. It was felt that fuel additive development was
the best compromise to balance the engine performance require-
ments �technology needs�, fuel cost �economic factors�, and fuel
availability �strategic factors�. JP-8+100 is designed to alleviate
the need for the development of expensive specialty fuels such as
JP-7 and JP-TS for future advanced aircraft and will decrease
maintenance costs for current inventory aircraft. The JP-8+100
program led to a number of other advancements, including new
test techniques, improved fuel/water separation technology, and a
better understanding of fuel thermal-oxidative stability. The initial
JP-8+100 additive package is based on a detergent/dispersant,
packaged with an anti-oxidant and MDA �as shown in Fig. 5� at a
total package �additives plus solvent� concentration of 256 mg/L.
The JP-8+100 additive has been shown to produce 50%-95% re-
ductions in deposits in more than 10 thermal stability test rigs
with a wide variety of JP-8/Jet A fuels �26�. Several base-level
trials have quantified significant reductions in fuel-related engine
maintenance during use of the additive. Further discussion on the
topic of thermal stability appears in the Future Trends section.
Over 300 additive combinations have been screened in this pro-
gram.

Nonpetroleum Fuels
The petroleum shortages of the 1970s led to the search for

domestic sources of liquid transportation fuels. Large United
States reserves of coal and oil shale �and Canadian reserves of tar
sands� spurred the development of conversion processes to pro-
duce fuels from these nonpetroleum sources. In the 1980s, pro-
grams were initiated to demonstrate the suitability of fuel derived
from shale �27–29�, coal �30�, and tar sands �31�. Engine testing
and flight demonstrations of shale-derived JP-4 indicated no del-
eterious effects resulting from the use of shale-derived fuel. The
success of this program indicated that the JP-4 specification was
restrictive enough to provide adequate fuel, regardless of the hy-
drocarbon source. 2005 specification tests on the shale-derived
JP-4 and JP-8 jet fuels showed that the fuel still met specification
requirements after 20+ years in storage.

Jet fuels produced from synthesis gas �CO+H2� via Fischer–
Tropsch �F–T� technology are currently being studied for their
suitability for aircraft �32,33�. The synthesis gas can be produced
from coal, natural gas, or other carbon-containing materials. A
mixture of petroleum-derived Jet A-1 and isoparaffinic kerosene
derived from coal �with an upper limit of 50% sunthetic� is being
delivered to aircraft in South Africa. A thorough study by South-
west Research Institute demonstrated that the 50/50 mixture prop-
erties fell well within the Jet A-1 specification range and should
have no impact on engine operation �32,33�. The composition
differences between the two fuels are shown in Figs. 6 and 7.
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Lubricity and elastomer compatibility issues for use of the pure
F–T fuel are currently being studied. The Propulsion Directorate
has recently been investigating Fischer-Tropsch jet fuel supplied
by DOE and Syntroleum �through an Army-led program� �34�.
The pure “synthetic” fuel has excellent combustion and thermal
stability properties.

Missile Fuels
Missiles impose quite different constraints from reusable air-

craft on their fuels. Because of the expendable nature of missiles
�and, thus, their relatively short life requirement and small fuel
consumption�, the cost of missile fuels is usually not a significant
driver for missile system cost. Missiles are typically volume-
limited, rather than weight limited, as are most aircraft, so that
fuel volumetric energy is a key parameter. Storage stability is also
key because missiles may be stored fueled for periods on the order
of 10 years. Low-temperature and low-pressure performance are
key drivers for air-launched missiles, which may be cold soaked at
very low ambient temperatures. For example, the U.S. Air Force
requires a −54°C �−65°F� freeze point for missile fuels, signifi-
cantly lower than the freeze point of the fuel for the aircraft car-
rying the missile. Before the 1960s, the only fuels available for
missiles were JP-4 and JP-5. RJ-4 was developed for the ramjet-
powered Talos missile in the early 1960s �9,35�. RJ-4 is a mixture
of the isomers of exo-tetrahydrodi�methyl cyclopentadiene�, as

shown in Fig. 8, and was also known as TH dimer and H-MCPD.
Joint U.S. Air Force/Navy research in higher density missile fuels
for turbine-engine-powered cruise missiles culminated in the cre-
ation of JP-10 in the mid-1970s. JP-10 is exo-tetrahydrodicyclo-
pentadiene �Fig. 8� and is the only airbreathing-missile fuel in
operational use by the United States at the present time. JP-10 has
the impressively low freeze point of −79°C �−110°F�. Higher
density missile fuels have been developed, for example, RJ-5,
perhydrodi�norbornadiene�, but cost and freeze-point limitations
prevented field use. The potential for extending the range of mis-
siles beyond what is possible with conventional high-density mis-
sile fuels prompted interest in slurry fuels that contain additives,
such as boron, carbon, or aluminum in suspension in a gelled
form. Such slurry fuels can provide a very high heating value per
unit volume. The result of the many years of slurry fuel work
demonstrated that formulation of stabilized slurry fuels is pos-
sible, but to make such fuels a viable option for turbine-engine-
powered cruise missiles, a substantial amount of additional fuel
system and propulsion engineering would be required.

Future Gas Turbine Fuels
It is difficult to predict the future �at least correctly�, so perhaps

the best way to end this paper is to pick a notional aircraft, and
describe how its fuel would differ from JP-8/Jet A. Let’s call it
“JP-11,” since JP-9 and JP-10 are taken. For example purposes,
invent a Mach 4 SR-71 follow-on, designed to cruise at Mach 4
for long distances. This mission will place several very serious
constraints on the fuel. First, at higher Mach numbers, the air
surrounding the aircraft is a source of heating, not an available
cooling resource. Thus, the fuel becomes the most useful cooling
resource on-board the aircraft. The heat load rejected into the fuel
for notional aircraft cooling increases rapidly with increasing
Mach number. At Mach 4, a reasonable estimate might be
1400 kJ/kg �600 BTU/lb.� �36�, which corresponds to a fuel tem-
perature increase from ambient conditions to approximately
480°C �900°F�. Thus, “JP-11” would need to have very high
thermal stability, well beyond that of JP-8+100. Balanced against
this apparent need for a “specialty” high-thermal-stability fuel
�like JP-7� is the expectation that fuel cost and availability will
still be one of the primary drivers for the aircraft operating cost in
the future.

The Air Force Research Laboratory/Propulsion Directorate’s
High Heat Sink Fuel program has been pursuing a number of
approaches to attaining this thermal stability in a JP-8/Jet A fuel.
An initial step is “JP-8+225,” a JP-8-based fuel that is stable to
288°C �550°F�, equivalent to JP-7 �37�. Here 550°F is 225°F
above the nominal temperature limit for JP-8/Jet A �325°F�;
hence the name JP-8+225, is irretrievably tied to the Fahrenheit
temperature scale. The next step is a fuel stable to 900°F
�480°C�, which has been called “JP-900,” inviting confusion by
the change of terminology—it is not JP-8+900! It is estimated
that 480°C �900°F� is the upper temperature limit for avoiding
kerosene fuel thermal cracking/pyrolysis. Bulk fuel thermal reac-
tions have the potential advantage of absorbing significant quan-
tities of heat �hence “endothermic” fuels �36��, but lead to signifi-
cant pyrolytic “coking” challenges �7�. The key challenge to
achieving “JP-8+225” is thermal-oxidative deposition �“fouling,”

Fig. 6 Composition distribution for South African petroleum-
derived Jet A-1 †31‡

Fig. 7 Composition distribution for isoparaffinic kerosene
produced from coal-derived synthesis gas by F-T process †31‡

Fig. 8 Missile fuel structures
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“coking”�. Typical jet fuel critical temperatures are 370–400°C
�700–750°F�, so “JP-900” adds the additional challenges of op-
erating in the supercritical phase and avoiding fuel pyrolytic deg-
radation.

Multiple approaches to achieving thermal-oxidative stability
�24� are being pursued, including advanced additives, fuel deoxy-
genation, and fuel system surface modifications. On-board fuel
processing is being studied, including fuel deoxygenation by
chemical �37–39� or physical �40� means. Note that deposition can
depend upon dissolved oxygen levels in an obscure, nonlinear
manner �41�. “Coke-tolerant” designs have also been studied �42�,
as have coke-resistant surfaces �43,44�. Advanced additives are
being examined �45�. Enhanced models of thermal-oxidative foul-
ing have developed �45–48�. A significant advance has been the
replacement of fuel-dependent adjustable parameters by measure-
ments of trace fuel species involved in the deposition process
�49�. It has been demonstrated that fuel deoxygenation, alone or in
combination with additives, can improve the thermal stability of
JP-8/Jet A fuels to the level of JP-7 �40�.

JP-11 could very well require a combination of all of these
approaches, as well as a fuel system capable of handling “super-
critical” vapor fuels �50�. The major difficulty in handling vapor
fuels is the change of fuel phase and/or physical properties as the
fuel heat load changes throughout a given mission. Coke removal
from fuel systems to extend life is also being studied �51�. Fuel
heat loads will also increase in the future through the use of
cooled cooling air �52� or more integrated subsystems �53�.

Recall from the discussion above that JP-7 is a “low-volatility”
kerosene fuel. Why is that? The requirement for low volatility
comes from the significant amount of heating of the wing fuel
tanks that occurs during supersonic cruising. At Mach 3, the wing
surface temperatures could exceed 260°C �500°F� �54�. Allowing
for insulation and other factors, it would not be unreasonable to
assume that the fuel in the wings could exceed 149°C �300°F� at
Mach 3. At this temperature, JP-8 is very close to boiling, and the
high vapor pressure of the fuel would cause serious boiloff losses,
possible pump cavitation, and other problems—analogous to the
problems encountered with high volatility jet fuels in the early
years of turbine engine development. Thus, the JP-7 specification
has a volatility limit at 149°C �300°F�. At Mach 4, “JP-11” could
see temperatures approaching 110°C �200°F� higher than at
Mach 3, so “JP-11” would need to have even more stringent vapor
pressure limits—or much better wing tank insulation or pressur-
ized tanks. Alternatively, a strategy might be to use the fuel in the
wing tanks first, so that the very hot wings at the end of the cruise
leg are empty of fuel.

This low-volatility fuel does not come without a price, of
course. Lower-volatility hydrocarbons have higher boiling points,
but also have higher freeze points. The “freeze point” for a distil-
late hydrocarbon like a jet fuel is not the point at which the fuel
becomes solid, but rather is the point at which the last of the solid
disappears upon heating a fuel that has been frozen. Maximum
freeze points of jet fuels range from −40°C �−40°F� for Jet A to
−53°C �−63°F� for JP-TS. JP-7 has a specification maximum
freeze point of −43.5°C �−46°F�. It might be expected, then, that
“JP-11” would have to allow a higher freeze point than JP-7. The
higher freeze point might not be too important to the thermally
challenged Mach 4 aircraft, but would prevent “JP-11” from being
used in some other aircraft, and might cause concern during aerial
refueling �or ground refueling in cold climates�. It is also to be
expected that this low-volatility fuel will be quite hard to ignite,
which could be a serious concern for altitude relight. The SR-71
carried a pyrophoric ignition aid to help ensure altitude relight of
JP-7.

Thus, “JP-11” will certainly be a challenging fuel to develop
and use. Achieving Mach numbers greater than 4 will require
non-gas-turbine propulsion and “endothermic” fuels, where delib-
erate fuel degradation reactions are allowed in the fuel system to
absorb excess aircraft heat �16,36,55–57�. Achieving

endothermic-fuel levels of heat sink while achieving gas-turbine
levels of engine life �thousands of hours� is an enormous technical
challenge.

Summary
This overview can only give a flavor of the extensive research

that has accompanied the tremendous growth in aviation gas tur-
bine fuels �and engines� since the first flight of a gas-turbine-
powered aircraft more than 50 years ago.
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Ceramic Matrix Composite
Combustor Liners: A Summary
of Field Evaluations
Solar Turbines Incorporated, under U.S. government sponsored programs, has been
evaluating ceramic matrix composite combustor liners in test rigs and Solar’s Centaur®
50S gas turbine engines since 1992. The objective is to evaluate and improve the perfor-
mance and durability of CMCs as high-temperature materials for advanced low emis-
sions combustors. Field testing of CMC combustor liners started in May of 1997 and by
the end of 2004, over 67,000 operating hours had been accumulated on SiC /SiC and
oxide/oxide CMC liners. NOx and CO emissions have been consistently �15 ppmv and
�10 ppmv, respectively. Maximum test durations of 15,144 h and 13,937 h have been
logged for SiC /SiC liners with protective environmental barrier coatings. An oxide/oxide
CMC liner with a Friable Graded Insulation coating has been tested for 12,582 h. EBCs
significantly improve SiC /SiC CMC liner life. The basic three-layer EBC consists of
consecutive layers of Si, mullite, and BSAS. The durability of the baseline EBC can be
improved by mixing BSAS with mullite in the intermediate coating layer. The efficacy of
replacing BSAS with SAS has not been demonstrated yet. Heavy degradation was ob-
served for two-layer Si/BSAS and Si/SAS EBCs, indicating that the elimination of the
intermediate layer is detrimental to EBC durability. Equivalent performance was ob-
served when the Hi-Nicalon fiber reinforcement was replaced with Tyranno ZM or ZMI
fiber. Melt infiltrated SiC /SiC CMCs have improved durability compared to SiC /SiC
CMCs fabricated by Chemical Vapor Infiltration of the matrix, in the absence of an EBC.
However, the presence of an EBC results in roughly equivalent service life for MI and
CVI CMCs. Results to date indicate that oxide/oxide CMCs with protective FGI show
minor degradation under Centaur® 50S gas turbine engine operating conditions. The
results of, and lessons learned from CMC combustor liner engine field testing, conducted
through 2004, have been summarized. �DOI: 10.1115/1.2181182�

Introduction
Today’s industrial gas turbine development is driven by the

demands of end users for improved performance, lower cost, high
reliability, availability, maintainability, and durability, reduced
emissions of NOx and CO, and fuel flexibility. The contributing
factors are rising fuel costs, the need to minimize operating and
maintenance costs, and increasingly strict emissions regulations.
However, the demand for higher efficiency and lower emissions
makes it more challenging to provide adequate cooling of engine
hot section components. Ceramic materials have the potential to
provide the 30,000 h of trouble-free operation that industrial gas
turbine operators expect, despite the more challenging environ-
ment of a high-performance turbine.

The interest in ceramics as structural materials for gas turbine
hot section components �combustor liners, nozzles, blades, etc.�
stemmed from their superior high-temperature durability com-
pared to conventional metals, which enables higher component
operating temperatures, and therefore, improved engine efficiency.
Additionally, because of a reduced demand for hot section com-
ponent cooling, air can be redirected to lean out the combustor
primary zone and reduce NOx emission. The reduction in cooling
air also enables higher firing temperatures, which improves engine
efficiency. Finally, the incorporation of a ceramic �“hot wall”�
combustor liner suppresses the formation of CO.

Since the early 1950s, programs have been conducted world-

wide to incorporate ceramic hot section components in small gas
turbines for transportation and cogeneration, medium-size engines
for industrial power generation, and large engines for utility ap-
plications �1,2�. Through these programs, valuable lessons were
learned. Design expertise was developed, material databases were
established, and ceramic materials improved as fabrication pro-
cesses matured.

Relatively recently, CMCs with continuous fiber reinforcement
have been recognized as attractive structural ceramic materials for
gas turbine hot section components. The higher fracture toughness
of the best CMCs �K1C�25 MPa m1/2� compared to that of the
best commercially available silicon-based monolithic ceramics
�K1C�10 MPa m1/2� results in improved impact and slow crack
growth resistance. Therefore, larger components with better dura-
bility can be fabricated from CMCs than from monolithics.

This paper summarizes the results and conclusions from the
field tests to date with CMC combustor liners in Solar’s Centaur®
50S gas turbine engines.

Development Overview
Solar® has successfully integrated and demonstrated CMCs for

combustor liners for the Centaur® 50S gas turbine �3�. To date,
over 67,000 h of field test experience has been accumulated with
CMC liners over eight years of testing at two commercial sites.
The work is being conducted with the support of the U.S. Dept. of
Energy under the “Ceramic Stationary Gas Turbine” and “Ad-
vanced Materials for Mercury™ 50 Gas Turbine Combustion Sys-
tem” programs, and under the “Ceramic Matrix Composites for
Advanced Engine Components” program, a collaborative effort of
Siemens Westinghouse Power Corporation, ATK COI Ceramics,
and Solar® under the umbrella of the U.S. National Institute of

Contributed by the International Gas Turbine Institute �IGTI� of ASME for pub-
lication in the JOURNAL OF ENGINEERING FOR GAS TURBINES AND POWER. Manuscript
received October 1, 2004; final manuscript received March 1, 2005. IGTI Review
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Standards and Technology—Advanced Technology Program.
Figure 1 summarizes the steps in Solar’s ceramic combustor

liner development strategy, which involves sequential short term
testing of promising ceramic materials and combustor designs.
The test sequence includes: rig testing of subscale combustors,
full scale liner tests in atmospheric and high pressure combustor
rigs, and in-house and field testing in actual production engines.
The rig and in-house engine tests are typically of short duration
�1–100 h�, and include steady state operation and thermal cy-
cling. An in-house engine acceptance test is the final qualification
for endurance testing at a field site. The ultimate field test goal is
to achieve 30,000 h of operation, which is the typical time be-
tween overhaul for Solar® gas turbine engines.

Rig and engine testing at Solar® first qualified SiC/SiC CMC
combustor liners for field testing in 1997. In 2003 an oxide/oxide
CMC liner was qualified.

Engine Testing
Solar’s Centaur® 50S gas turbines, which operate at a baseline

TRIT of 1010°C �1850°F� and have an output power of �4 MW,
were used as the test engines for ceramic component develop-
ment. These engines use the Solar® lean premix SoLoNOx™
combustion technology system to limit emissions to less than
25 ppmv NOx and 50 ppmv CO �15% O2�, respectively �4�. A

schematic of the Centaur® 50S gas turbine engine and the hot
section with combustor is shown in Fig. 2. Under the CSGT pro-
gram the SoLoNOx combustor was redesigned to incorporate
SiC/SiC CMC liners, which replaced the cylindrical, louver-
cooled metallic liners in the primary zone �Fig. 2�. The diameters
of the outer and inner liner are 76 and 33 cm, respectively, and
liner length is 20 cm �more recently, the length of the outer liner
was shortened to 17.5 cm�. The nominal wall thickness is in the
0.2–0.3 cm range for SiC/SiC CMCs �5,6� and 0.7 cm for oxide/
oxide CMCs with FGI �7�. The liners are contained within a me-
tallic housing that includes the upstream dome, the downstream
conical sections, and metallic support cylinders. A layer of com-
pliant insulation �Nextel� between the CMC liners and the metal
cylinders mitigates radial contact stresses. Small axial gaps be-
tween the ends of the CMC cylinders and the metal housing pre-
vent end loads. The CMC liners experience only thermal stresses
from material temperature gradients. Stresses from mechanical
loading have been eliminated in this design. A maximum local
stress of �76 MPa was predicted near the upstream edge of the
cylinders, well within the stress limits of the SiC/SiC CMCs se-
lected for this design �4�.

In-house engine testing in the 1995–1997 time frame validated
the CMC combustor liner design and short-term durability of the

Fig. 1 Solar’s ceramic combustor liner development strategy

Fig. 2 Schematic of combustor with CMC liners in Solar’s Centaur® 50S
gas turbine
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SiC/SiC CMC liners. Emissions measured during in-house testing
were excellent with NOx and CO levels typically below 15 ppmv
and 10 ppmv, respectively �8�.

Solar® started field testing of Centaur® 50S gas turbine en-
gines with ceramic components in May 1997 at the oil exploration
site of ARCO Western Energy in Bakersfield, California. Owner-
ship of the site transferred to Texaco and subsequently to Chev-
ronTexaco after the merger of Texaco with Chevron. Figure 3
shows the ChevronTexaco test site. For the field test the custom-
er’s Centaur® 50 gas turbine engine is replaced with a Centaur®
50S gas turbine engine fitted with CMC liners supplied by So-
lar®. The first two field tests also incorporated first-stage silicon
nitride first-stage blades. A second test site, utilized from 1999
through 2003, was the Malden Mills textile factory in Lawrence,
Massachusetts. The Malden Mills site has two Centaur® 50S gas
turbine engines, both of which have been used for CMC liner
testing �Fig. 4�. At the Malden Mills site, the standard SoLoNOx
combustors were replaced with pre-assembled combustors fitted
with CMC liners �9,10�.

The field testing of CMC liners at the two industrial end user
sites through the end of 2004 is summarized in the Appendix �see
Table 1�. Included are also some key in-house tests at Solar®
prior to field testing. The Appendix lists the composition of the
CMC �fiber/interface coating/matrix� and of the EBCs or FGI
used for protection of the CMCs in these tests, the duration of the
tests, number of engine starts, and comments summarizing key
lessons learned during the tests.

Engine Field Test CT-1
CMC liners with a CG-Nicalon fiber reinforcement and E-SiC

CVI matrix and PyC interface coating �CG Ni/PyC/E-SiC–
DLC� from a previous 100 h Solar® in-house test were used in
the first field test at the Bakersfield site �Fig. 5� �9�. The test was
halted after 948 h and 15 starts because of failure of the AS800
Si3N4 first-stage turbine blades, most likely resulting from impact
damage by a dislodged combustor locating pin. While the liners
were intact, early oxidation noted in the 100 h test by Solar® was
much more severe after 948 h of field operation. Surface reces-
sion, evidenced by a heavy glassy deposit, was as much as
0.5 mm on the inner liner and �0.1 mm on the outer liner. Room
temperature residual strength of the two liners was approximately
40–60% of the original material strength. Based on surface reces-
sion values, it was speculated that the inner liner operated at a
temperature of 1260°C �2300°F� or higher. Emission levels, mea-
sured at 50–100% load operation, were �15 ppmv NOx and
�10 ppmv CO, respectively. Figure 6 shows the inner liner after
the 948 h field test. Figure 7 shows representative microstructures
of sections of the inner and outer liner �11�.

The inner liner underwent post-test NDE �thermal diffusivity
and air-coupled ultrasound� at ANL prior to destructive evaluation
at ORNL. Interestingly, the degradation/recession was subse-
quently duplicated in simulated gas turbine environmental expo-
sure testing at ORNL �12�. Therefore, the lower cost ORNL
Keiser test rig testing can be used to cost-effectively screen can-
didate CMC liner systems. The environmental degradation is at-
tributed to accelerated oxidation of SiC due to the presence of
H2O in the combustion environment �13�.

Fig. 3 The ChevronTexaco Bakersfield site with field test en-
gine in package on the right

Fig. 4 Centaur® 50S gas turbine engine at Malden Mills textile
facility

Fig. 5 CG Ni/PyC/E-SiC „CVI… liners before 100 h test

Fig. 6 CG Ni/PyC/E-SiC „CVI… inner liner after 948 h test
„CT-1…
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Engine Field Tests CT-2 and CT-3
These two tests are discussed together since the same set of

liners was used for both. Following the first field test at the
Bakersfield site several changes were made to the CMC combus-
tor liner system to reduce the oxidation of the SiC/SiC CMC
liners. Design changes to the conduction path from the CMC lin-
ers to the metallic housings resulted in reduced wall temperatures
for the CMC liners. Changes to the CMC liners themselves in-
cluded using Hi-Nicalon fibers, which have improved strength and
higher thermal conductivity, compared to the previously used CG-
Nicalon fibers, increasing the CMC density, and increasing the
thickness of the protective SiC CVD seal coat �5,9,14�. For CT-2
and CT-3, the inner and outer liner CMCs were HiNi/BN/E-
SiC and HiNi/PyC/E-SiC �CVI matrix�, respectively, supplied by
DLC. The interfacial coatings were different: BN for the inner
liner and PyC for the outer liner �6�. CT-2 ended after 352 h
because of failure of the AS800 turbine blades. All further tests
were conducted with metallic first-stage blades. The liners were
re-inserted in the test engine for the subsequent CT-3 test, which
was terminated after 1906 h to evaluate the oxidized versus un-
oxidized areas of the CMC liners. Both liners showed surface
oxidation at the fuel injector impingement locations. The inner
liner underwent post-test NDE �thermal diffusivity and air-
coupled ultrasound� at ANL prior to destructive evaluation at
ORNL. The maximum recession was approximately 0.2 mm, with
a highest temperature recorded of 1175°C �2147°F�. In the
ORNL Keiser rig, recession of a SiC seal coat was measured as
0.05 mm/500 h. Again, as in CT-1, material degradation closely
matched that encountered in simulated gas turbine environmental
exposure testing at ORNL �6,11,12,14�.

Engine Field Test CT-4
In this test, the HiNi SiC/PyC/E-SiC �CVI� outer liner of tests

CT-2/3 was used with a new HiNi SiC/BN/SiC-Si MI liner from
BFG. This was the first test with an MI inner liner. The test was
conducted for a total of 2758 h with 26 starts. During an accep-
tance test at Solar®, a maximum temperature of 1260°C
�2300°F� was recorded on both liners, but it was estimated that
the liner temperatures during the field test were at least 20°C
�36°F� lower. Following the completion of test CT-4, the outer
liner had been field tested for a total of 5016 h �total exposure
time including Solar’s acceptance testing was 5028 h�, and the
inner liner had a field total of 2758 h �2762 h if the acceptance
test is included� �6�. Digital photographs of the liner set following
completion of the field test are shown in Fig. 8 �5,10,15�.

The HiNi/BN/SiC-Si MI inner liner appeared in better condi-
tion than both the CVI inner and outer SiC/PyC, BN/SiC CMC
liners after the completion of test CT-3. The outer liner was
heavily degraded, having lost about 80% of its wall thickness in

certain areas. The residual tensile strength of the liner was about
50% of the original material strength at room temperature and
1200°C �2192°F�. Fiber pullout was still observed on specimen
fracture surfaces, indicating composite behavior of the material,
even after 5028 h of engine exposure �5,6,10,15�. Because of the
unacceptable degradation, it appears that 5000 h is the approxi-
mate durability limit for HiNi/PyC/E-SiC CVI CMC liners in the
Centaur® 50S gas turbine hot section. To increase life signifi-
cantly, it was decided to apply protective environmental barrier
coatings in subsequent engine field tests.

Engine Field Test CT-5
A new set of liners was fabricated by ACI, which had acquired

DLC in 1998, for the fifth field test at the Bakersfield site. The
compositions were HiNi/BN/SiC-Si �MI� and HiNi/PyC/E-SiC
�CVI�, for the inner and outer liners, respectively. The CMC liners
were protected with EBCs supplied by UTRC. The EBC, a three-
layer coating system with composition Si/mullite+ �BSAS� /
BSAS, deposited by air plasma spray, was originally developed
under the NASA Enabling Propulsion Materials �EPM� program,
and optimized for the CSGT program �5,6,10,16�. Each coating
layer is nominally 125 �m thick. The liner set prior to testing is
shown in Fig. 9, and a micrograph of the basic EBC in Fig. 10
�17�. The EBC for the inner liner had the basic Si/mullite/BSAS
composition. The outer liner EBC had a mixture of mullite and
BSAS in the intermediate layer.

The field test was conducted between April 1999 and Novem-
ber 2000. Periodic borescope inspections showed degradation of
the EBC and underlying substrate, but the liners remained func-
tional until a borescope inspection at 13,937 h/61 starts revealed
a breach of the inner liner CMC �see Fig. 11� �5,18,19�. The
engine was subsequently shut down and sent to Solar® for tear-
down and inspection. Figures 12�a� and 12�b� are digital photo-
graphs of the inner and outer liners, respectively, after the engine
test. There is heavy degradation of the EBC and of the underlying
CMCs in areas where the EBC had debonded. Notwithstanding
the degradation, it is evident that the EBC had provided signifi-

Fig. 7 Inner „left… and outer liner „right… sections after 948 h
test „CT-1… †11‡

Fig. 8 Digital photographs of HiNi SiC/PyC/E-SiC „CVI… outer
liner „top… and HiNi SiC/BN/SiC-Si „MI… inner liner „bottom… af-
ter 5016 field test hours „CT-4… †5,10,15‡

Fig. 9 CMC liner set with EBC for field test CT-5 †5,6,10,16‡
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cant protection to the CMCs with most of the surfaces fully intact,
thereby extending their useful life by a factor of 2–3. Post-test
evaluation showed the mixed layer EBC �mullite+BSAS interme-
diate layer� on the outer CMC liner to be more protective than the
EBC with the single mullite intermediate layer on the inner CMC
liner �17�. This observation correlated with the results of specimen
testing in the ORNL Keiser rig under simulated gas turbine con-
ditions that showed that the SiO2 layer formed on Si was 5�
thicker for Si/mullite/BSAS than that formed for Si/mullite
+BSAS/BSAS �17�. The reduced rate of SiO2 formation was at-
tributed to the absence of excessive microcracking in the mixed-
layer EBC, and therefore less oxygen ingress to the Si layer, com-
pared to the Si/mullite/BSAS baseline.

Extensive NDE was conducted on the liners as part of pre- and
post-test materials evaluation. The purpose of the NDE is twofold:
�1� detecting defects in the as-received liner CMC, before and
after EBC application, prior to field testing, and �2� obtain infor-
mation on liner CMC and EBC degradation upon completion of
the field test, or after interim engine teardowns. Figure 12�c� is a
thermal diffusivity NDE scan of the inner liner prior to the engine
field test �5�. Note that there are low diffusivity areas that coincide
with areas of degradation on the digital photographs �Fig. 12�b��.
The NDE suggests possible defects at the inner liner EBC-CMC
interface, which subsequently could have led to debonding of the
EBC from the substrate.

Other modes of degradation with time included: �1� pitting near
surface asperities from processing tooling marks �Figs. 13�a� and
13�b��, �2� surface recession of the BSAS topcoat �which was
more severe for the highest temperature regions of the EBC, even-
tually resulting in localized removal of the BSAS�, �3� phase sepa-
ration of the mullite �3Al2O3.2SiO2� intermediate layer into
Al2O3 and SiO2 upon exposure to the combustion environment
following BSAS removal, and �4� oxidation of the EBC Si bond
coat �17�. It was noted that EBC spallation tends to occur at the
interface of the SiO2 layer formed through oxidation of the Si, and
the mullite intermediate layer �17�. It was observed that regions of
the BSAS topcoat that were most heavily degraded were enriched
in strontium aluminum silicate �SAS�, suggesting that the Sr
phases were more stable �17�.

As was observed for the previous tests, there was significant
loss of strength in the CMC/EBC system. Residual tensile strength
at room temperature of specimens sectioned from the liner after

Fig. 10 Basic EBC microstructure †17‡

Fig. 11 Breach in HiNi SiC/BN/SiC-Si „MI… inner liner after
13,937 h test †5,18‡

Fig. 12 Liners after 13,937 h test, „a… HiNi SiC/PyC/E-SiC „CVI… outer liner, „b… HiNi
SiC/BN/SiC-Si „MI… inner liner, „c… thermal diffusivity scan of inner liner before test
†5,6,18,19‡

Fig. 13 Pitting on the HiNi SiC/PyC/E-SiC „CVI… outer liner „a…
Area A in Fig. 12„a… †19‡, „b… pitting microstructure after
13,937 h test „CT-5… †17‡
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the 13,937 h test was 40–60% of the original material strength,
depending on the extent of oxidation �19�. Interestingly, mechani-
cal analysis at ORNL established that even sections of field tested
liners for which the CMC and EBC appeared to be in good con-
dition had significantly lower strength compared to the as-
received component CMC, presumably because of oxidative deg-
radation of the CMC constituents �20�.

Engine Field Tests MM-1 and CT-6
The first test at the Malden Mills site was the second test in

which the CMC liners were protected with EBCs. The outer liner
CMC was a HiNi/PyC/E-SiC �CVI� from ACI and the inner liner
CMC was a HiNi/BN/SiC-Si �MI� from BFG. The EBC was
Si/mullite+BSAS/BSAS, similar to the EBC on the outer liner
CMC in the CT-5 engine field test. This mixed-layer EBC was
selected because it provided better protection than the baseline
Si/mullite/BSAS EBC. The test was terminated in October 2000
after 7238 h and 159 starts due to an engine problem not associ-
ated with the CMC liners. Composite digital photographs of inner
and outer liner are shown in Fig. 14 �5,18�. The outer liner had
significantly more EBC spallation than the inner liner �18�. The
CMCs were in relatively good condition since the EBCs had been
largely protective, and a decision was made to strip the EBCs
from the CMC liners, recoat the CMC liners with new EBCs, and
resume liner testing �19,21�. The refurbished EBC for the outer
liner was similar to that for the MM-1 test, but the inner liner had
a Si/BSAS EBC, to evaluate if the mullite layer could be elimi-
nated which would simplify the EBC application process.

The refurbished liners were field tested for an additional 5135 h
at the Bakersfield site between September 2001 and May 2002, to
give a cumulative total of 12,373 h and 202 starts. The liners in
the combustor housing after teardown at Solar® are shown in Fig.
15. There was EBC degradation for both liners, but the localized
degradation of the inner liner was more severe, possibly because
of a eutectic reaction between the SiO2 oxidation product from the
Si bond coat and the BSAS layer at the higher temperature areas
of the inner liner �22�. The presence of mullite in the intermediate
layer prevents the eutectic reaction, and its incorporation into the
EBC is therefore beneficial.

Engine Field Test MM-2
This test, conducted between August 2000 and July 2002, was

the longest to date with 15,144 h and 92 starts. The outer liner
CMC was HiNi/PyC/E-SiC �CVI� from HACI �the successor to
ACI in 1999 after the merger of AlliedSignal with Honeywell�,
while the inner liner was a TyZM/BN/SiC-Si �MI� liner from
BFG. This was the first test in which the Hi-Nicalon fiber in the
inner liner was replaced with the less expensive Tyranno ZM fiber.
A SiC seal coat had been applied to both liners. The SiC seal coat
is a dense surface coat that slows down ingress of oxidative spe-
cies into the underlying more porous CMC. Both liners had the
mixed-layer Si/mullite+BSAS/BSAS EBC �23�.

The MM-2 field test was stopped because of circumferential
and lateral cracks in the inner liner that had progressed through
the CMC thickness �Fig. 16�. While the EBC was still present on
the majority of the liner surface, there was severe EBC degrada-
tion in the hottest areas, in close proximity to the fuel injectors.
Aft edge spallation of the EBC observed in previous tests �e.g.,
Fig. 12, outer liner� was less, presumably because the EBC was
also applied to the edges of the liners for this test. There was
extensive oxidation and surface recession on the cold-side �ID�
surfaces of the inner liner. The cracking of the inner liner matched
areas of high thermal diffusivity in NDE scans. The high thermal
diffusivity, which correlates with high thermal conductivity, and
therefore higher temperatures, on the cold side of the liner, was
attributed to CMC liner processing variations, localized higher
density, lower thickness, or higher Si concentration. The higher
temperature can be expected to accelerate the degradation on the
cold side of the liner. Additionally, the circumferential cracking,
which became apparent during borescoping early on in the test,
could have resulted in the ingress of hot combustion gases into the
liner, and subsequently accelerated degradation throughout the
bulk and surfaces of the CMC. Microstructural evaluation clearly
showed the presence of a SiO2 oxidation layer at the �Si/mullite
+BSAS� interface �Fig. 17�. Surface recession of the BSAS layer
and phase separation of mullite in the mixed intermediate layer
was also observed. The Tyranno ZM fiber in the inner liner CMC
showed no degradation in areas where the fiber was protected.
This indicated that the less expensive Tyranno ZM fiber per-
formed similarly to the Hi-Nicalon fiber under the conditions of
the field test �23�.

Engine Field Test MM-3
The most recent test, conducted between July 2002 and July

2003 at the Malden Mills site, was the first test in which both
inner and outer liner CMC had been processed by melt infiltration.
The TyZMI/BN/SiC-Si CMC incorporated the Tyranno ZMI fi-
ber of Ube Industries, Ltd. Both liners had been fabricated by GE
Power Systems Composites �PSC�, which had acquired HACI in
2001. The details of this field test have been reported �24�. Deg-
radation on the cold side of these liners was severe, presumably

Fig. 14 Digital photographs of „a… HiNi/BN/SiC-Si „MI… inner
liner and „b… HiNi/PyC/E-SiC „CVI… outer liner after 7238 h field
test „MM-1… †5,18‡

Fig. 15 Liners of MM-1 field test after additional 5135 h field
test „CT-6…; total test time: 12,373 h „CT-6…

Fig. 16 Digital photographs of „a… TyZM/BN/SiC-Si „MI… inner
liner and †23‡, „b… HiNi/PyC/SiC „CVI… outer liner after 15,144 h
field test „MM-2…; ID/OD: inner/outer diameter
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because no SiC seal coat had been applied �potential cost saving
from CMC processing simplification�. The absence of a SiC seal
coat exposes the porosity of the CMC, leading to significant oxi-
dative degradation. The EBC had been modified from previous
tests by replacing the BSAS with SAS, because steam rig testing
at UTRC had shown SAS to degrade less than BSAS �24�. The
EBC compositions used were Si/SAS for the inner liner and
Si/mullite+SAS/SAS for the outer liner. Borescoping at the
3174 h mark indicated significant spallation of the SAS topcoat
on the inner liner. The degradation of the Si/SAS liner EBC re-
sulted in termination of the field test after 8368 h and 32 starts.
The liner set after the test is shown in Fig. 18. It was concluded
that the dual layer Si/SAS EBC was unstable. Interestingly, the
low stability of the Si/SAS EBC parallels that of the dual-layer
Si/BSAS EBC in the CT-6 field test. Visual inspection indicated
the EBC on the outer liner to be in good condition. However,
microscopy revealed significant degradation of the SAS topcoat
and SiO2 depletion in the mixed �mullite�SAS� interlayer of the
outer liner EBC. The results of the MM-3 field test did not cor-
roborate the favorable results of the steam rig testing at UTRC.
Further optimization of the Si/mullite+SAS/SAS process will be
required to take advantage of the lower surface recession of SAS
compared to BSAS.

Engine Field Test CT-7
A field test was initiated in 2003 at the ChevronTexaco Bakers-

field site to evaluate an oxide/oxide CMC outer liner that had been
developed under an Advanced Technology Program project of the
U.S. National Institute of Standards and Technology. The project
was a collaboration among Siemens Westinghouse Power Corp.,
ATK COI Ceramics, and Solar®. Under this program, an outer
liner had been fabricated based on a hybrid of an Al2O3/Al2O3
CMC with a thermally protective friable graded insulation surface
coating. The FGI, which has an aluminosilicate composition and
enables operation at high turbine inlet temperatures, can signifi-
cantly lower the temperature of the underlying oxide/oxide CMC

substrate. In a high-pressure rig test at Solar® under the NIST
ATP project the temperature gradient over the outer liner reached
�611°C ��1100°F�. The maximum outer liner surface tempera-
ture was �1149°C ��2100°F�. The combustor primary zone
temperature was �1538°C ��2800°F�. Actual liner temperatures
were not measured during engine testing but a temperature gradi-
ent profile similar to that in the high-pressure rig test can be ex-
pected. The development of the hybrid CMC technology has been
reported �7�. The inner liner in this test was a HiNi/BN/E-SiC
�CVI� CMC, fabricated in the 1998–1999 time frame by DLC/
ACI. An oxide/oxide CMC inner liner was not available at the
time of the test.

In mid 2003, at the conclusion of the NIST ATP project, the
liners had been tested for over 1000 h. Since borescoping showed
the outer liner to be in excellent condition, the NIST program
participants and the DOE agreed to continue the field testing un-
der the DOE-sponsored Advanced Materials program. Figure 19 is
a borescope image of the outer liner taken after 10,667 h/61 starts
of engine operation showing the FGI surface. The diagonal line
represents a step in the FGI thickness to accommodate the liner
attachment. The inner liner showed significant EBC degradation at
borescope inspections at 5885 h and 10,667 h, as expected from a
CVI SiC/SiC CMC with an early vintage EBC.

A total of 12,582 h and 63 starts had accumulated when the test
was halted in November 2004, for an intermediate engine tear-
down and visual and NDE inspection of the CMC liners. Inspec-
tion of the oxide/oxide outer liner after the 12,582 h field test
showed minor localized damage: a few loose tows at the cold
�OD� side, minor spallation of the FGI at the aft end of the liner,
and some erosion of the FGI at the liner hot spots. ATK COI
Ceramics repaired the outer liner by tying down the loose CMC
tows, and applying FGI patches to the spalled area and one of the
eroded hot spot areas. Figure 20 shows the oxide/oxide outer liner
with FGI after repair ready for continued field testing. The dark
areas near the liner edge are the result of contact with the metal
housing. The field test is scheduled to resume in January. 2005.
The inner liner is being replaced with a HiNi/BN/SiC-Si �pre-
preg MI� CMC liner with Si/mullite+BSAS/BSAS EBC fabri-
cated by PSC and GRC.

Future Development
Continued field testing of CMC combustor liners is planned

under the DOE Advanced Materials program. The objective is to
achieve a significant increase in operating hours towards a goal of
30,000 h, the customary target time between overhaul �TBO� for
Solar® industrial gas turbines. The field testing will enable an
evaluation of improvements in SiC/SiC and oxide/oxide CMCs,
and in EBCs and FGIs for surface protection.

Fig. 17 SiO2 layer on EBC at the „Si/Mulllite+BSAS… interface;
inner liner after 15,144 h test †23‡

Fig. 18 TyZMI/BN/SiC-Si „MI… outer liner „a… and inner liner „b…
after 8368 h field test „MM-3…

Fig. 19 Borescope image of oxide/oxide CMC outer liner with
FGI after 10,667 h and 61 starts of engine test CT-7
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Summary
Over 67,000 h of operating experience have been acquired

from field testing of CMC combustor liners since 1997 in Solar’s
Centaur® 50S gas turbine engines. Test durations of 15,144 and
13,937 h have been logged for SiC/SiC CMC liners with protec-
tive EBCs. An oxide/oxide CMC liner with FGI protective coating
has been tested for 12,582 h. NOx and CO emissions were
�15 ppmv and �10 ppmv, respectively. In the absence of EBCs,
MI SiC/SiC liners are more durable than CVI SiC/SiC liners.
Ceramic oxide-based environmental barrier coatings improve
SiC/SiC CMC liner life by a factor of 2–3. The durability of the
baseline Si/mullite/BSAS is enhanced by mixing in BSAS with
mullite in the intermediate coating layer. Microstructural analysis
of tested liners indicated enhanced durability of a Sr-rich phase in
the EBC topcoat, but the replacement of BSAS with SAS did not
appear to have improved EBC durability. Heavy degradation of
Si/BSAS and Si/SAS EBCs indicates that the elimination of the
intermediate layer is detrimental to EBC durability. Equivalent
CMC performance was observed when the Hi-Nicalon was re-
placed with Tyranno ZM or ZMI fibers. Melt infiltrated SiC/SiC
CMCs have improved durability compared to SiC/SiC CMCs
fabricated by Chemical Vapor Infiltration of the matrix, in the
absence of an EBC. However, the presence of an EBC results in
roughly equivalent service life for MI and CVI CMCs. An oxide/
oxide CMC with protective FGI shows relatively minor degrada-
tion under Centaur® 50S engine operating conditions. EBC refur-
bishment for SiC/SiC CMCs, and FGI repair for oxide/oxide
CMCs are being investigated to increase liner life. Continued field
testing is planned to further evaluate CMCs, EBCs, and FGIs for
improved combustor liner durability.
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Nomenclature
ACI � AlliedSignal Composites, Inc.

Al2O3 � alumina
Al2O3/Al2O3 � alumina/alumina CMC

ANL � Argonne National Laboratory
ARCO � Atlantic Richfield Corporation
AS800 � silicon nitride from Honeywell Ceramic

Components
ASME � American Society of Mechanical

Engineers
ATP � Advanced Technology Program of NIST
BFG � BF Goodrich Aerospace �currently Goo-

drich Corp.�
BN � boron nitride fiber-matrix interface

coating
BSAS � barium strontium aluminum silicate

Centaur® 50S � Solar’s Centaur® 50 gas turbine with
SoLoNOx combustor

CG-Nicalon � ceramic grade Nicalon SiC fibers of
Nippon Carbon Company

CMC � ceramic matrix composite
CO � carbon monoxide

COIC � ATK COI Ceramics
CSGT � Ceramic Stationary Gas Turbine

CT � field tests conducted at ARCO, Texaco,
and ChevronTexaco, Bakersfield,
California

CVD � chemical vapor deposition
CVI � chemical vapor infiltration

DLC � DuPont Lanxide Composites Inc.
DOE � U.S. Department of Energy
EBC � environmental barrier coating

E-SiC � enhanced-SiC CVI matrix in DLC
CMCs

FGI � friable graded insulation
GE � General Electric Company

GRC � GE Global Research Center
HACI � Honeywell Advanced Composites, Inc.

H2O � water
Hi-Nicalon, HiNi � Hi-Nicalon grade SiC fibers of Nippon

Carbon Company
ID � inner diameter

Malden Mills � Malden Mills Industries, Lawrence,
Massachusetts

K1C � fracture toughness
MI � melt infiltration

MM � field tests conducted at Malden Mills
MPa � megapascal
MW � megawatt

NASA � National Aeronautics & Space
Administration

NDE � nondestructive evaluation
NOx � oxides of nitrogen

Nextel™ � fibrous materials supplied by 3M™
NIST � National Institute of Standards and

Technology
OD � outer diameter

ORNL � Oak Ridge National Laboratory
oxide/oxide � CMC with oxide fiber and oxide matrix

ppmv � parts per million by volume
PSC � GE Power Systems Composites
PyC � pyrolytic carbon fiber-matrix interface

coating
SAS � strontium aluminum silicate
SCG � slow crack growth

Si � silicon
SiC � silicon carbide

SiC/SiC � CMC with SiC fiber reinforcement and
SiC matrix

Fig. 20 Repaired oxide/oxide CMC liner with FGI prior to con-
tinuation of the field test
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Si3N4 � silicon nitride
SiO2 � silicon dioxide

Solar® � Solar Turbines Incorporated
SoLoNOx™ � Solar’s lean-premixed, dry, low NOx

combustion system
SWPC � Siemens Westinghouse Power

Corporation
TRIT � turbine rotor inlet temperature

TyZM�I� � Tyranno ZM�I� SiC fibers of Ube Indus-
tries, Ltd.

UTRC � United Technologies Research Center

Appendix: Summary of Combustor Liner Engine Tests
See Table 1.
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Combustion Instabilities and
Control of a Multiswirl
Atmospheric Combustor
Thermoacoustic instability and lean blowout (LBO) are investigated experimentally in an
atmospheric swirl-stabilized combustor fueled with gaseous propane. Factors affecting
combustion instability are identified. Sinusoidal or steady air forcing of either the swirl-
ing air shear layer or the fuel line, with less than 1.0% of combustion air, can reduce
pressure oscillations amplitude by more than 20 dB. Phase-shifted close-loop air forcing
of the flame can reduce the pressure oscillations amplitude by 13 dB. For a constant air
flow rate and air inlet temperature, initially smooth turbulent combustion exhibits rela-
tively intense heat release oscillations with decreasing equivalence ratio, followed by a
quiet state before blowout. High outer swirl intensity and a rich burning flame stabiliza-
tion region can effectively extend the LBO limit. �DOI: 10.1115/1.2181595�

1 Introduction
Increasingly strict emission regulations have a significant effect

on the gas turbine combustion technology. Lean premixed �LP�
combustion or direct injection of fuel into strong swirling flow
generates very low emissions, including NOx, CO, and unburned
hydrocarbon �UHC�, due to relatively low flame temperature.
However, LP combustion is more susceptible to both dynamic and
static instabilities than a diffusion flame. Dynamic instability re-
fers to strong pressure pulsations due to positive coupling between
pressure and heat release rate �1�. Historically, dynamic instability
was first observed in rich burning devices, such as afterburners,
rockets, and ramjets. In such devices, the flame is usually stabi-
lized by backward-facing steps or bluff bodies. In recent years,
considerable attention has been shifted to LP combustion in gas
turbine engines where the flame is stabilized by the recirculating
vortex breakdown. Compared to conventional gas turbine com-
bustors, LP combustors do not have many cooling holes and much
secondary air flow, so the acoustic damping is small. LP flames
are also more likely to form large-scale uniform heat release re-
sponses to external disturbances such as velocity or pressure os-
cillations. To achieve the lowest possible NOx generation, gas
turbine engines may be required to operate just above the lean
blowout limit. Thus, the engines are increasingly exposed to the
danger of LBO, leading to the need of LBO extension.

Random oscillations of the heat release rate are among the typi-
cal features of turbulent combustion. Under certain conditions,
well-organized self-sustained and internally coupled oscillations
of pressure and heat release may occur, i.e., dynamic instability
may develop. Time-lag mechanism �2�, equivalence ratio varia-
tions �3�, and shedding vortices �4,5� are among the common
causes of dynamic instability. Both passive and active control
strategies can be developed to stabilize combustion instability.
Typical passive control strategies include dissipating acoustic en-
ergy using acoustic liners, modifying the combustor geometry,
changing the fuel injection location or fuel atomization, and re-
ducing the coherence of the shedding vortices �6,7�. Usually
acoustic liners are effective in attenuating high-frequency acoustic
oscillations, which is usually accomplished by converting acoustic
energy into vorticity using a resonator or perforated plates at-
tached to the combustor walls �8�. To achieve the maximum at-

tenuation, the acoustic liners should be implemented nearby the
pressure antinode where the acoustic oscillations are most intense.
The size and depth of perforated holes should also be optimized.
Passive strategies are usually effective for a limited range of op-
erating conditions and may require major modifications to an ex-
isting combustor. As is known, it is usually difficult to predict the
occurrence of combustion instability during the development
stage of an engine. Compared with passive control strategies, the
active ones are usually easier to implement and capable of work-
ing in a broader range. A typical active control approach is fuel
modulation, introducing a secondary heat release perturbation to
nullify the positive feedback between pressure and heat release
rate
oscillations.

Sensors, actuators, and control algorithms are the main compo-
nents of an active control system. The sensors should be able to
work for a reasonably long period in harsh environments, i.e.,
high pressure and temperature environments. For control pur-
poses, the sensors may not be required to provide an absolute
measurement of quantities. Usually a relative measurement may
suffice. Both pressure sensors and optical fibers can be used for
this purpose. The locations and number of sensors required for a
control system depend on the thermoacoustic characteristics of the
combustion system. Usually the pressure sensors should be imple-
mented nearby the pressure antinode. It seems that pressure sen-
sors offer better control opportunities than optical fibers. Optical
measurements usually require an optical access to a combustor
and only provide line-of-sight heat release information instead of
global information. Additionally, the optical fibers may be suscep-
tible to carbon deposition, and their signal-to-noise ratio is usually
not as good as that of a pressure sensor.

An active combustion control actuator should have high reli-
ability, broad bandwidth �capable of working up to 1 kHz�, and
proportionality. For aeroengines, small size and weight are desir-
able. Currently, there is not a mature high-frequency actuator in
the market. The active control systems may be classified as open
loop or closed-loop, where the fuel actuator may work in a pre-
scribed manner like monochromatic forcing or work according to
a feedback law such as phase-shift, LQG/LTR, LMS, and adaptive
control laws �9–12�. Some of the active control strategies also
look at emission reduction for NOx, CO, and UHC, combustion
efficiency improvement, and flammability extension �13,14�. Most
of the previous control works are for bluff-body-stabilized com-
bustors or dump combustors instead of swirl-stabilized combus-
tors. Swirling flows and associated breakdown have a profound
effect on air/fuel mixing, flame structure, stability, combustion
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intensity, and pollutant formation �15,16�. Paschereit et al. �13�
obtained planar or helical unstable modes by changing the block-
age ratio of the combustion chamber exit. Using phase-shifted
acoustic forcing, they achieved pressure attenuation and emission
reduction simultaneously. The success of acoustic forcing is attrib-
uted to the reduced coherence of vortices.

Static instability or LBO usually occurs during transient peri-
ods, such as sudden power reduction. Combustion chemistry near
the LBO is substantially different from that of normal combustion,
which considerably complicates combustion modeling, analysis,
and control. Gutmark et al. �17� extended the LBO limit of a
premixed dump combustor by generating small-scale vortices us-
ing shear layer forcing. Sturgess and Heneghan �18� described the
LBO sequence as intermittency in the shear flame, severe inter-
mittency in the shear flame, and large scale axial movement of the
flame region, and then lean blowout. They found that the LBO
limit could be extended by exit blockage. Durbin and Ballal �19�
noticed that the LBO limit could be extended by increasing the
outer swirl intensity provided that the inner swirl is stronger than
the outer swirl. Thiruchengode and Nair �20� denoted the local
flame extinction and reignition preceding LBO as LBO precur-
sors. Based on the detection of LBO precursors using threshold-
ing, statistical, or frequency analysis, they extended the LBO limit
by modifying the ratio of fuel injected to the flame stabilization
zone.

In the present experimental study, influencing factors of dy-
namic instability for a multiswirl atmospheric combustor are iden-
tified. Dynamic instability is effectively attenuated by monochro-
matic or continuous air forcing of the swirling air shear layer, fuel
line, and flame. By decreasing the fuel-air equivalence ratio while
keeping the air flow rate and inlet air temperature constant, a
series of structural changes are observed, namely dynamic insta-
bility, smooth turbulent combustion, relatively intense oscilla-
tions, quiet combustion, and LBO. The LBO limit is extended by
increasing the outer swirl angle or by creating a rich burning
flame stabilization region.

2 Experimental Setup
Gas turbine engines operate at high pressure, and the thermoa-

coustics are determined by the geometry of the whole system from
the compressor exit, diffuser, combustor plenum, and combustor
to the turbine inlet guide vanes. The excited acoustic modes and
frequencies are determined by flame/acoustic interactions and the
acoustic boundary conditions �21�. In some working conditions or

engines, flow through the compressor last stage and the turbine
inlet guide vanes can be treated as choked. The air fuel mixing,
chemical heat release, and flame structure are affected by fuel, the
fuel injector, air inlet velocity, the velocity profile at the swirler
exit, and the combustor geometry.

An ideal simulator should have similar flow patterns and acous-
tic boundary conditions as a generic gas turbine engine. The simu-
lator may operate at atmospheric pressure or elevated pressure. At
high pressure, the laminar burning velocity is usually lower �22�,
and the buoyancy effect is less pronounced than at low pressure.
Atmospheric rigs have been widely used in laboratory research.
The flow pattern within a combustor is usually determined by the
ratio of pressure drop across the swirler and the Reynolds number
�23�. The choked flow at the plenum inlet and combustor exit can
be conveniently achieved using converging nozzles or orifices. In
this study, propane is used so that the complexities of fuel atomi-
zation can be neglected.

Figure 1 shows the atmospheric combustion rig and the Triple
Annular Research Swirler �TARS� developed by Goodrich Aero-
space. The combustion rig is vertically set up. Heated combustion
air enters the combustion rig at the bottom. Air is supplied either
from a 135 m3 high-pressure tank �pressure 110 bar� or from a
67.5 m3 low-pressure tank �pressure 12 bar�. Air flow rate is mea-
sured using a thermal wire digital flow meter �EPI� with measure-
ment error 0.1%. The combustion chamber is made of stainless
steel or quartz, 0.66 m long with internal diameter 0.1 m. There is
a series of instrumentation ports �interval 0.05 m� along the stain-
less steel chamber. A water-cooled Kistler dynamic pressure sen-
sor 7061B, optical fibers, and a static pressure transducer �Drunk
PMP4000� are implemented 0.08 m above the dump plane. Typi-
cal combustion instabilities in this rig roughly correspond to the
quarter wave mode of the combustion chamber with pressure an-
tinode at the dump plane. Beneath the combustion chamber is the
extension section where the TARS is mounted. The TARS has
three air swirlers, namely the inner �axial entry�, middle �axial
entry�, and outer swirler �radial entry�. For most tests in this paper,
the swirl angles of the inner, middle, and outer swirlers are 30 deg
�clockwise�, 45 deg �counter clockwise�, and 30 deg �clockwise�,
respectively. The air side pressure drop across the TARS is about
2% to 3% of the incoming air static pressure. The TARS has a
main fuel line and a pilot fuel line. The combustor is fueled with
gaseous propane which is directly injected into the strong swirling
flows. The propane volume flow rate is measured using a digital
gas flow meter �Alicat Scientific� with measurement error 1%.

Fig. 1 Sketch of the atmospheric combustion rig

32 / Vol. 129, JANUARY 2007 Transactions of the ASME

Downloaded 02 Jun 2010 to 171.66.16.106. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Usually, the propane temperature is 283 K and pressure is about
60 psi. Beneath the extension rig is the air conditioning section
featured with a wide angle diffuser, a coarse screen, a honeycomb,
and several fine screens. The air-conditioning unit removes large
vortices from the incoming air flow. Thermocouples and a static
pressure transducer are installed at this section.

The data acquisition system includes a Dspace control desk, a
Dspace board CP1104, Labview 7.0, and a NI DAQ board PCI-
MIO-16XE-10. Typically the sampling frequency is 5000 Hz, and
the data length is 10 s. A high-resolution �1024�1024 pixel� su-
per blue ICCD camera from Roper Scientific is used for flame
visualization. Usually, the OH* optical fibers are used for line-of-
sight heat release measurement. An F150 Precision Thermometer
from A�� and type B thermocouples with measurement uncer-
tainty ±5 K are used for temperature measurements. The actuator
is an automotive fuel injector PB2-1600 from RC Engineering. To
check its dynamic response, axial velocity at the fuel injector exit
is measured using a TSI hot film 1210-20 sensor. It is found that
the fuel injector can only follow the open and close commands
below 75 Hz. Above 100 Hz, the automotive valve cannot fully
close, resulting in a dc shift in the air flow rate.

3 Characteristics of Dynamic Instability
Experiments show that with a small increase of equivalence

ratio, combustion may experience stable, semi-stable, and un-
stable states. Combustion instability may exhibit a hysteresis phe-
nomenon. That is, dynamic instability can be triggered by increas-
ing the equivalence ratio up to a critical point while keeping the
air flow rate and air inlet temperature constant. But decreasing the
equivalence ratio from this critical point will not make unstable
combustion disappear immediately.

For the present rig, unstable combustion may occur at high
equivalence ratios �near or above stoichiometry� or low equiva-
lence ratios �below stoichiometry�. At low preheat temperature,
unstable combustion usually occurs at equivalence ratios above
one. Strong and persistent combustion oscillation is observed at
equivalence ratio 1.22 and power 80 kW with unstable frequency
of 250 Hz and pressure amplitude 9.64 kPa. The air inlet tempera-
ture is 298 K. Local heat release rate is measured using an OH*

optical fiber. The output voltage of the photomultiplier is assumed
to be an increasing function of the local heat release rate �24�. The
optical fiber is located 0.08 m above the dump plane and 0.03 m
away from the quartz chamber. Dynamic pressure is measured
0.45 m below the dump plane. The pressure wave is originated
from the combustion chamber and propagates downstream. Ex-
periments with the stainless steel chamber show that the transpor-
tation delay is about 0.81 ms. The transportation time delay has
been considered when interpreting the data. It is found that the
phase difference between pressure signal and fiber output is about
45 deg, and that the amplitude of local heat release rate oscilla-
tions and its phase relationship with pressure do not change azi-
muthally but axially, which implies that the unstable mode is of
planar wave mode. Temperature measurements along the combus-
tion chamber show that the unstable acoustic mode and frequency
correspond to the quarter wave mode of the combustion chamber.

Phase-locked ICCD images are taken to illustrate the instanta-
neous flame structure during one pressure cycle, and pressure is
used as the trigger for the camera. Figure 2 shows the setup of the
imaging system. The ICCD camera with an OH* optical filter
�bandwidth �310 nm� is located 1.3 m away from the combus-
tion rig. The imaging area extends from the dump plane to 0.12 m
above where heat release is most intense. Sixteen images are
taken for each pressure cycle with a phase interval about 22 deg.
The intensifier gain is 128 and the gate width is 150 �s. The
global heat release rate is assumed to be proportional to the sum
of the pixel intensity. A trigger is generated when the filtered
pressure �using a fourth-order Butterworth filter� crosses zero with
positive slope. A bandpass filter is centered around the unstable

frequency with bandwidth 20 Hz on both sides. The interval be-
tween two consecutive triggers can be varied within 24 ms.

Figure 3 shows the phase-locked ICCD images obtained by
sweeping the trigger interval over one pressure cycle. It is clear
that intense heat release occurs within the swirling shear layer,
and the combustion zone and heat release rate vary within one
pressure cycle. The strongest heat release occurs when pressure is
at 48 deg, and the weakest heat release occurs when pressure is at
220 deg. The quasi-periodic oscillations of combustion zone and
heat release might be associated with the swirling shear layer
dynamics and precessing vortex core. It is reasonable to assume
that the flame within the shear layer is tangential to the vortex
breakdown region. When the vortex breakdown region moves up-
stream or downstream under the effects of pressure pulsations or
acoustic velocity oscillations, the flame area and heat release may
increase or decrease quasi-regularly. Air/fuel mixing and preigni-
tion might also be affected by the vortex breakdown motion. Un-
der proper conditions, heat release oscillations might be positively
coupled with pressure, leading to combustion instability. Equiva-
lence ratio variations may be another potential instability mecha-
nism. Pressure pulsations may introduce larger variations of air
flow rate into the combustion chamber than the fuel flow rate, i.e.,
equivalence ratio variations. This is because the air side pressure
drop across the TARS is 2 to 3% of the inlet static pressure while
the propane pressure drop across the TARS is 60 psi. Figure 4
shows the average pixel intensity. It is clear that the phase differ-
ence between the pressure and global heat release rate is about
45 deg. The in-phase relationship implies the transfer of chemical
heat release to the acoustic field.

4 Active Control of Dynamic Instability

4.1 Air Forcing of the Swirling Shear Layer. For NOx re-
duction, it is beneficial to introduce well-premixed air/propane
reactants into the combustion chamber instead of direct injection
of propane into the swirling air flow. A simple approach is to
implement an extension tube at the TARS exit, as shown in Fig. 5.
This will ensure a better mixed air/propane reactant before com-
bustion than direct fuel injection. However, combustion in this
setup is more susceptible to unstable combustion since it is more
like the LP combustion mode. As mentioned before, the TARS has
three air swirlers, and it will become a radial-entry dump swirler
by blocking the air passage through the inner and middle swirlers.
The “blocked” TARS is shown in Fig. 5. It is worth noting that the
“blocked” TARS will create a flame stabilization region burning
rich at the TARS exit. As will be shown later in this paper, this
may substantially extend the LBO limit, and thus reduce NOx. For
the quartz combustion chamber with “blocked” TARS and a mix-
ing tube �0.025 m long with internal diameter 0.05 m�, unstable
combustion occurs at 260 Hz with pressure amplitude 6.5 kPa.
The equivalence ratio is 0.78 and the power is 65 kW. The com-
bustion air inlet temperature is 423 K.

Sinusoidal and steady air forcing of the swirling shear layer

Fig. 2 Setup of the imaging system
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effectively stabilize unstable combustion. The automotive fuel in-
jector delivers forcing air to the swirling shear layer through a
stainless tube with internal diameter of 1 mm. The forcing loca-
tion is shown in Fig. 5. The forcing air pressure is 90 psi and the
temperature is about 288 K. The forcing air flow rate is measured
using an Alicat digital flow meter. Figure 6 shows that pressure
oscillations are attenuated up to 36.5 dB within 350 ms with both
steady air forcing and 100 Hz air forcing. For 100 Hz air forcing
with 50% duty cycle, the amplitude of forcing air flow rate is
about 1% of the combustion air flow rate. For steady air forcing,
the forcing air flow rate is about 1% of the combustion air flow
rate. By varying the forcing duty cycle, the forcing air flow rate
can be changed. Not surprisingly, larger forcing air flow rate can
achieve larger pressure amplitude reduction. However, no further
reduction of pressure oscillations can be achieved when the forc-
ing air flow rate is more than 2% of the combustion air flow rate.
The attenuation of the combustion instability by the swirling shear
layer forcing can be attributed to the enhanced generation of

small-scale vortices via the Kelvin-Helmoltz instability mecha-
nism. The improved air/fuel entrainment and mixing reduce trap-
ping of large fresh fuel packets or unburned air/fuel mixture
within large vortices, which leads to reduced instantaneous heat
release oscillations after the vortices break up. As is known, com-
bustion instability will be suppressed if the energy addition to the
acoustic field is smaller than the acoustic energy dissipation across
the boundaries.

4.2 Air Forcing of the Fuel Line. For the stainless steel
chamber with the “blocked” TARS and the mixing tube, unstable
combustion occurs at 225 Hz with pressure amplitude of
1.38 kPa. The equivalence ratio is 0.83 and the power is 27 kW.
The air inlet temperature is 423 K. Pressure pulsations can be
effectively attenuated by introducing steady or sinusoidal air forc-
ing to the fuel line. Figure 7 shows the conceptual scheme for fuel
line forcing. Fuel and forcing air are ejected out of the TARS with
the forcing air surrounded by propane.

Figure 8 shows that both sinusoidal air forcing and steady air
forcing are effective in pressure attenuation. Pressure oscillations
amplitude is reduced by 92% �23 dB� by sinusoidal air forcing at
240 Hz with 50% duty cycle. It is noticed that higher frequency
forcing achieves larger pressure attenuation. Steady air forcing of
the fuel line is not as effective as sinusoidal forcing. Fuel line
forcing may reduce the pressure oscillations because of the en-
hanced momentum and penetration of fuel out of the TARS,
which improve air/fuel mixing. The fuel line forcing may also
help to generate small scale vortices within the swirling shear
layer.

4.3 Air Forcing of Flame. Phase shift and sinusoidal air forc-
ing of the flame are applied to suppress the pressure pulsations.
The experimental setup is shown in Fig. 9. The stainless steel
chamber with the “blocked” TARS and the mixing tube are used.
Unstable combustion occurs at 225 Hz with pressure amplitude of

Fig. 3 Phase-locked ICCD images „fresh air/propane are introduced from the bottom of each
picture…

Fig. 4 Average pixel intensity and pressure
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1.38 kPa. The equivalence ratio is 0.83 and the power is 27 kW.
The air inlet temperature is 423 K. Forcing air is introduced to the
flame 0.08 m above the dump plane using an automotive fuel
injector. The air forcing location is shown in Fig. 9. Forcing air
pressure is about 90 psi. For sinusoidal forcing, the most effective
forcing frequencies lie between 50 and 250 Hz. The maximum
pressure reduction is 65% at 225 Hz. The amplitude of forcing air
flow rate is about 1% of the combustion air flow rate. Steady air
forcing of the flame is not effective in pressure attenuation.

Phase shift air forcing of the flame achieves more pressure at-
tenuation than sinusoidal forcing. The pressure signal is measured
0.08 m above the dump plane and is filtered by a fourth-order
Butterworth filter between 180 and 300 Hz; then it is delayed,
amplified, and sent to the automotive injector for air forcing. The
largest reduction of pressure oscillation is about 78% �13.2 dB�,
which is achieved at a control phase around 121.5 deg. Figure 10
shows pressure attenuation at control phase 121.5 deg. The con-
trol air flow rate is about 1% of the combustion air flow rate.
Phase shift air forcing of the flame may achieve pressure attenu-
ation because the air forcing modifies the instantaneous flame

Fig. 5 Schematics of swirling shear layer forcing and “blocked” TARS detail
„all main air enters through outer radial swirler…

Fig. 6 Pressure attenuation using steady and 100 Hz air forc-
ing of swirling shear layer

Fig. 7 Conceptual scheme for air forcing of fuel line

Fig. 8 Pressure attenuation by steady and sinusoidal air forc-
ing of fuel line
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structure, the flame area, and the instantaneous heat release rate.
Under proper control phases, the forcing-induced heat release rate
oscillations may counteract the intrinsic heat release rate oscilla-
tions, thus leading to pressure amplitude attenuation.

5 Characteristics and Control of Static Instability
LBO extension is important for LP combustion because engines

are designed to operate very lean in order to achieve the lowest
possible emissions. Combustors with good static stability are typi-
cally highly efficient, generating low CO, UHC, and NOx. LBO
may be affected by local strain rate, flame curvature, turbulent
burning speed, turbulence intensity, combustor geometry, bound-
ary conditions, and heat loss. The flame may extinguish at high
stretch rates due to rapid cooling of the flame by fresh air/fuel or
at low strain rates due to radiative heat loss. High strain rates may
occur when a large vortex intrudes into the flame within swirling
flows �25�. The flame response to unsteady strain rate is to a large
extent determined by the time scales of the large turbulent struc-
tures, mass transfer, heat transfer, and chemical kinetics. Struc-
tural changes have been observed for combustion near the LBO
�18,26�.

In this study, LBO is approached by decreasing the fuel flow
rate while keeping the air flow rate and air inlet temperature con-
stant. The 0.66 m quartz tube and the mixing tube are used. Dif-
ferent from previous tests, the TARS is not blocked and the outer
swirler angle is 55 deg �counterclockwise� instead of 30 deg
�counterclockwise�. The air inlet temperature is 288 K. ICCD im-
ages of OH* chemiluminescence show that the regions of high
heat release rate oscillations overlap those of high mean heat re-
lease rate. The heat release rate oscillations near the LBO are 10%
of the mean heat release rate, which is twice larger than that of the
smooth combustion above the LBO. Faster reduction of the fuel
rate leads to flame blowout at a higher equivalence ratio. With

decreasing equivalence ratio, combustion exhibits a sequence of
structure changes as shown in Fig. 11, where Re=41,000. The
Reynolds number is defined as Re=UD /�, where U is the average
axial velocity at the TARS exit, D is the outer diameter of the
TARS exit �0.05 m�, and � is the kinetic viscosity of air at 288 K.
At equivalence ratio 0.67, the low-frequency components �below
100 Hz� of the OH* output are basically a random signal, typical
of turbulent combustion. At an equivalence ratio 0.58, relatively
intense combustion noise emerges, accompanied with a frequency
peak cluster around 17 Hz in the OH* frequency spectrum, which
may be associated with large scale flame extinctions and reigni-
tions. At equivalence ratio 0.55, the relatively intense combustion
noise disappears, resulting in a quiet state. The spectrum shows
reduced amplitude with increasing frequency, a typical feature of
a chaotic system which may result from successive bifurcations
�26,27�. With a further reduction of equivalence ratio, the flame is
lifted towards the chamber exit and anchors there, and extin-
guishesshortly thereafter. This process is accompanied by exces-
sive CO formation.

Figure 12 shows that the LBO limit for swirling flows can be
extended by increasing the outer swirl angle or creating a low-
velocity and locally rich burning region at the center of the swirler
exit. The latter is achieved by blocking the inner and middle
swirls of the TARS. Note that the LBO limit refers to the equiva-
lence ratio at which the LBO occurs. For the TARS, the LBO limit
extends with higher Re. For swirling flows, the flame is mainly
stabilized by the recirculating vortex breakdown at the TARS exit.
At high Re or at high outer swirl angle, the tangential velocity is
high, and consequently the negative radial pressure gradient is
high, which favors the back flow of the hot products into the
recirculating vortex breakdown region. For the “blocked” TARS,
flame is still attached to the TARS exit near the LBO instead of
being lifted.

Fig. 9 Schematic of air forcing of flame

Fig. 10 Pressure dynamics with phase-shift air forcing

Fig. 11 OH* frequency spectrum at Re=41,000

Fig. 12 LBO extension
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6 Conclusions
Dynamic instability is affected by multiple factors, such as

combustor geometry, inlet velocity profile, fuel, acoustic boundary
conditions, and air inlet conditions. A subtle change of these pa-
rameters could affect the susceptibility of the rig to combustion
instability and combustion oscillation intensity. For certain setups,
sinusoidal or steady air forcing of the swirling shear layer using
less than 1.0% of combustion air can attenuate pressure oscilla-
tions by more than 20 dB. Sinusoidal air forcing of the fuel line or
phase shift forcing of the flame is also effective in pressure am-
plitude attenuation. With decreasing equivalence ratio while keep-
ing air flow rate and inlet temperature constant, a series of struc-
ture changes are observed, namely dynamic instability, smooth
turbulent combustion, intensified combustion oscillations, quiet
combustion, and the LBO. The sequential changes of flame struc-
tures may provide a warning of the LBO. It is found that the LBO
limit can be extended by increasing the outer swirl angle or cre-
ating a rich burning flame stabilization region.
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Open-Loop Active Control of
Combustion Dynamics on a Gas
Turbine Engine
Combustion dynamics is a prominent problem in the design and operation of low-
emission gas turbine engines. Even modest changes in fuel composition or operating
conditions can lead to damaging vibrations in a combustor that was otherwise stable.
For this reason, active control has been sought to stabilize combustors that must accom-
modate fuel variability, new operating conditions, etc. Active control of combustion dy-
namics has been demonstrated in a number of laboratories, single-nozzle test combus-
tors, and even on a fielded engine. In most of these tests, active control was implemented
with closed-loop feedback between the observed pressure signal and the phase and gain
of imposed fuel perturbations. In contrast, a number of recent papers have shown that
open-loop fuel perturbations can disrupt the feedback between acoustics and heat release
that drives the oscillation. Compared to the closed-loop case, this approach has some
advantages because it may not require high-fidelity fuel actuators, and could be easier to
implement. This paper reports experimental tests of open-loop fuel perturbations to con-
trol combustion dynamics in a complete gas turbine engine. Results demonstrate the
technique was very successful on the test engine and had minimal effect on pollutant
emissions. �DOI: 10.1115/1.2204978�

1 Introduction
Combustion instability has become a significant issue in the

development and operation of low-emission stationary gas tur-
bines. Compared to earlier diffusion flame combustors, stationary
gas turbines now use premix combustion to reduce flame tempera-
tures, thereby avoiding significant production of thermal NOx.
This approach to NOx reduction is very effective, but the pre-
mixed flame is very prone to dynamic oscillations. Furthermore,
the absence of combustion dilution holes in premixed systems
provides little opportunity to dampen acoustic waves generated by
the combustion. For these reasons, dynamics often hinder both the
development and operation of premixed systems. Although pre-
mixed combustors have now been successfully commercialized in
many instances, changes in fuel type, ambient conditions, or even
engine wear can require adjustments to flow splits, power output,
etc., to avoid dynamics. Thus, the operating margins for premixed
systems are sometimes restrictive, and new techniques to stabilize
premix combustion are needed. A recent review by Mongia et al.
�1� provides more background.

Active control is a promising method to stabilize premixed
combustion. As typically proposed, active control uses fuel modu-
lation to adjust the dynamic response of the flame so that the
feedback loop between heat release and acoustics is dynamically
stable. The most common approach is to modulate the fuel at the
frequency of any observed oscillations and control the phase to
produce stability. This approach has been tested in various com-
bustion test rigs �2–5�. This closed-loop approach has the advan-
tage that the feedback can be adjusted to variable dynamic re-
sponse with changes in operating conditions, fuel type, etc. A
potential drawback is that the fuel needs to be modulated at the
oscillating frequency and with adequate control of the modulation
phase. Where oscillation frequency approaches 1 kHz, modulation
places a significant mechanical demand on the fuel modulation
valve and this has been the motive to develop subharmonic actua-

tion �5�. Because stationary turbines will operate thousands of
hours between maintenance, valve life is an issue for high-
frequency control strategies. This issue is complicated by the re-
quirement that valve modulation must produce fuel modulation at
the point of premixing with desired phase and gain. This means
that the fuel modulation valve should be located in the fuel injec-
tor, a hostile environment. Alternatively, the modulating valve can
be located in a cooler location �6�, but the connecting piping must
have a specified acoustic impedance. This latter approach limits
the actuating response at other frequencies. The tests in Sueme
et al. �6� are the only prior tests carried out on a complete gas
turbine engine.

Open-loop fuel modulation is an alternate approach to active
control. By repeatedly modulating the fuel flow, oscillations can
be dampened because the feedback loop is disrupted by the im-
posed modulation. Because the fuel modulation is not phased with
the observed pressure oscillations, the fuel control valve require-
ments are simplified. Likewise, if modulation is successful at low
frequencies, the cyclic life requirements of the valve are compa-
rable to those in reciprocating gas engine fuel injectors. As an
alternative to modulating the fuel flow, McManus et al. �7�
showed that open-loop modulation of the shear layer in a step-
stabilized flame could be used to control combustion dynamics. In
a similar manner, Uhm and Acharya �8� investigated open-loop
modulation of an air-jet aimed at the flame base in a laboratory
swirl-combustor. The intermittent disruption at the base of flame
controlled oscillations without compromising the flame-holding.

Richards et al. �9� demonstrate that it is possible to control
oscillations with a low-frequency modulation of a pilot flame. The
approach used a commercial valve to modulate the flow of fuel to
a pilot flame and showed that natural oscillations could be signifi-
cantly reduced by open-loop fuel modulation. A theoretical inves-
tigation by Prasanth et al. �10� and CFD analysis by Smith and
Cannon �11� explained some of these results. Pashcereit et al. �12�
showed that open-loop modulation of either the pilot or main
fuel flow could suppress combustion dynamics in a premixed
combustor.

Recently, researchers at Georgia Tech �13� have investigated
open-loop fuel modulation as a method to control large amplitude
combustion oscillations. Again, the idea for control was based on
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the understanding that fuel modulation disrupts the feedback loop
that drives oscillations. McManus et al. �14� report successful at-
tenuation of premixed combustion oscillations using open-loop
fuel modulation in a turbine combustor rig. As a side benefit, these
authors showed that open-loop fuel modulation can extend the
lean-blowout limit when compared to steady fuel injection.

Richards et al. �15� demonstrated oscillation control using
open-loop modulation of the premix fuel flow. These authors
showed that equivalence ratio modulation can successfully control
oscillations when the stability map includes isolated islands of
oscillations. The concept is shown in Fig. 1�a�. The combustor
behavior is plotted as a function of equivalence ratio and average
air flow. As shown, oscillations may be confined to a specific
region on this plot �shaded�. If the desired operating point is inside
this region, the combustor will oscillate. It is demonstrated �15�
that fuel modulation can be used to alternate the combustor
equivalence ratio between stable operating points which span the
oscillating region. In this manner, the time average equivalence
ratio is the desired operating point, but the instantaneous value is
one of the stable operating conditions. Assuming that the imposed
heat release modulations can be tolerated by downstream hard-
ware, this technique can be used to stabilize combustion oscilla-
tions. Tests on a 30 kW laboratory combustor showed that a
300 Hz instability could be stabilized by modulating the fuel at
frequencies of �20 Hz. The success of this technique depends on
the time required for oscillations to develop during the transition
between the left and right stable points, so that the results are
specific to the combustor studied.

The instability shown in Fig. 1�a� is referred to in this paper as
“double sided” because the oscillating region is bounded on both
sides by stable conditions. For practical purposes, many instabili-
ties are “single sided,” meaning that the stability boundary divides
stable from oscillating conditions, with no stable region on the
opposite side of the stability boundary. In this case, modulating
the equivalence ratio simply moves the combustor from stable to
oscillating conditions; this has been demonstrated �15�. Thus, suc-
cessful control using the fuel modulation concept would appear to
be limited to double-sided instabilities. This limits the potential
application to a small number of situations, since many practical
dynamics problems are single sided.

To address this limitation, it is useful to recognize that turbine
engine combustors usually use multiple fuel injectors. In these

applications, it is conceivable that pairs of injectors can be modu-
lated out of phase. The concept is shown in Fig. 2. Lean blowout
is indicated by the dashed line on the left of the shaded oscillation
region. The desired, time-average equivalence ratio �0 is shown
inside the oscillation region. Referring to the time history of the
equivalence ratio for injector A, the fuel is modulated to produce
a square-wave history with an average value �0. Fuel modulation
is also occurring on injector B, but the square wave is 180 deg
out-of-phase with injector A. Thus, although injector A is operat-
ing with a stable equivalence ratio, injector B is operating at an
unstable condition. The two injectors switch conditions at the
modulation frequency, making B stable, while A is unstable. Us-
ing this approach to fuel modulation, at least one-half of the en-
gine injectors are operating at stable conditions compared to the
uncontrolled situation. Although this does not guarantee stability,
it provides an excellent option for reducing the magnitude of com-
bustion driving, and may warrant consideration on engine appli-
cations known to have single-sided instabilities. As will be shown,
the frequency of fuel modulation can be relatively low for suc-
cessful control, meaning that commercial fuel modulation valves
can be used and located in the existing fuel piping. These concepts
are explained further elsewhere �16� where the concept of periodic
equivalence ratio modulation is given the acronym PERM.

To demonstrate the success of the PERM concept, it is neces-
sary to test a combustor with multiple fuel injectors. For practical
use, it is also necessary to evaluate the effect of PERM on pollut-
ant emissions, and consider any collateral effects on the engine
systems. This paper demonstrates the successful use of PERM on
a gas turbine engine using 12 fuel injectors. The tests were carried
out in a Cooperative Research and Development Agreement be-
tween Solar Turbines Inc. and the United States Department of
Energy’s National Energy Technology Laboratory. Results show

Fig. 1 Schematic of instability regions showing how fuel
modulation can affect instability: „a… double-sided instability
and „b… single-sided instability

Fig. 2 Schematic of fuel modulation on two injectors, nozzles
A and B
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that PERM was relatively easy to implement on a commercial
engine platform, and demonstrated good control of combustion
oscillations.

2 Single Fuel Injector Modulation Development
Before conducting complete engine tests, significant effort was

made to develop and test the fuel modulation on a single fuel
injector. Figure 3 shows a schematic of the fuel injector flow path
with a solenoid and accumulator added to the baseline configura-
tion. Note that when the solenoid is opened, there are two paths
for fuel flow. Fuel flows from the accumulator into the premixer,
momentarily increasing the fuel flow while the accumulator and
supply pressure bleed down to new steady-state values. The two
flow paths are set up with internal orifices so that the flow rate
down each leg is established by the pressure drop along each path.
If the solenoid is modulated, the pressure in the accumulator rises
and falls with the fuel flow. As in Richards et al. �15�, the varia-
tion in fuel flow can be calculated by measuring the accumulator
pressure as follows. A control volume equation for mass conser-
vation in the accumulator volume V is written as

d

dt
��V� = ṁin − ṁout �1�

where the mass flow in and out of the accumulator are identified
by the respective subscripts on the right, and the density is �.
Assuming that the pressure P in the accumulator can be described
by isentropic compression and expansion of the fuel with specific
heat ratio �, then P�−�=constant, and Eq. �1� can be rewritten

V

c0
2

dP

dt
= ṁin − ṁout �2�

where c0 is the speed of sound in the fuel at the operating tem-
perature. Ignoring the small volume of fuel stored in the connect-
ing lines, Eq. �2� can be used to measure the variation in fuel flow
by simply measuring the pressure in the accumulator. The terms
on the right do not need to be individually determined. The dif-
ference between what is going in and out of the accumulator rep-

resents the fuel that is stored in the accumulator, and therefore not
sent to the fuel injector. In this manner, Eq. �2� was used to cal-
culate the size of fuel modulation from the slope of the accumu-
lator pressure signal.

As shown in Fig. 3, an additional pressure transducer was
added to the plenum that supplies the individual fuel jets that
supply fuel to the premix air. Pressure measurements at this point
can be used to further verify the size of pulses delivered to the
premixing passage and provides a direct check on the pulse gen-
eration hardware. It was also possible to estimate the size of the
fuel pulses by measuring the steady flow coefficients of the vari-
ous flow paths with the solenoid open or closed, and then treat the
problem as quasi-steady flow for the solenoid open, or closed.
This approach compared within 10% of the measured accumulator
pressure and showed that a quasi-steady model could be used to
describe the flow modulation. This result is important for the ac-
tual engine installation �Sec. 4�, where it was desired to avoid
using an accumulator. The pulse hardware was designed to modu-
late the fuel flow by approximately ±12% of the average equiva-
lence ratio. This value of modulation was selected based on initial
testing �not described here� where the quantity of modulated fuel
was studied, and it was shown that the target 12% produced ad-
equate modulation of the flame for this fuel injector. Higher or
lower modulation values could be studied �and, in some instances,
were effective� by simply adjusting the orifices in the flow pas-
sages of Fig. 3.

The fuel solenoid was a commercial valve manufactured for
natural gas injection in stationary reciprocating engines. The valve
was rated to operate at modulation frequencies as high as 125 Hz,
with a lifetime of several years in natural gas engine applications.
The frequency response of the valve was tested by recording the
pressure signals described in the preceding paragraph. It was
found that the frequency response was essentially flat over the
operating range. As noted above, the predicted and measured ac-
cumulator pressures agreed within 10% using a quasi-steady
model for fuel flow, affirming the flat frequency response.

3 Experimental Combustion Tests Modulating a
Single Fuel Injector

The fuel injector in Fig. 3 was installed in a single nozzle,
can-type combustor at the National Energy Technology Labora-
tory. The combustor has been described elsewhere �17� and is
shown in Fig. 4. Facilities at the National Energy Technology
Laboratory can supply 1.4 kg/s, unvitiated air at temperatures up
to 800 K, with maximum test pressures up to 30 atm. These
capabilities allowed single fuel injector testing at temperatures,
pressures, and flow rates which existed on the actual engine
installation.

Referring to Fig. 4, air enters the inlet plenum at the left, and
passes though the fuel nozzle where natural gas is premixed.
Combustion is stabilized in the 19.8 cm �7.80 in� cylindrical com-
bustion zone. The combustion zone walls are water cooled, and
there are no dilution ports or cooling holes. The combustion prod-
ucts flow through a refractory plug that forms an exhaust neck
�10.5 cm i.d., 22.9 cm length�. This neck provides acoustic and
flow boundaries that are representative of the actual engine instal-
lation. Baseline testing demonstrated that the combustor exhibited
oscillations with frequencies comparable to those observed on the
engine. An exact correspondence between oscillating conditions
on the engine, and the test rig was not achieved, but the similari-
ties were close enough to allow development. Cohen et al. �18�
explain the complication of reproducing observed engine oscilla-
tions on a corresponding single-nozzle test rig. For these tests,
there was no need to precisely duplicate oscillating behavior on
the single-nozzle rig because subsequent testing was carried out in
the complete engine �Sec. 4�.

After leaving the exhaust neck, combustion products were
quenched with a water spray to �475 K to minimize any
postquenching reactions. The resulting products were sent to a

Fig. 3 Schematic of the fuel injector and hardware used to
generate and quantify pulses in the single-injector combustion
rig
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stack where a back-pressure control valve was used to establish
the operating pressure. Pollutant emissions were measured in the
exhaust stack downstream of the water spray.

The following instrumentation was used to record the test re-
sults. Dynamic pressures were recorded in the combustion zone
using a Kistler model 206 dynamic pressure transducer, mounted
outside the vessel on an infinite coil transmission line. Pressure in
the fuel accumulator �Fig. 3� was also recorded with a Kistler
model 206, mounted directly into the wall of the accumulator
vessel. The combustion heat release perturbations were recorded
with a fiberoptic probe, located 2.54 cm downstream of the com-
bustion zone dump plane, viewing across the combustor center-
line. The ultraviolet light generated by OH* chemiluminescence
�310 nm� can be used to monitor the variation in combustion heat
release �19�. The light collected by the probe was passed through
an optical interference filter, and focused on a photomultiplier to
produce the heat release signal. The probe position did not provide
a complete view of all the flame, but gave a qualitative picture of
variations in the heat release as shown next.

The bulk air flow rate is defined by a reference velocity Vr,
which is the mass flow divided by the inlet density and fuel nozzle
cross-sectional area. Combustor testing was carried out at 7.8 atm
pressure, two inlet air temperatures �533 K and 588 K�, two ref-
erence velocities �Vr=59 m/s and 69 m/s�, and a range of equiva-
lence ratios �. Results presented here are chosen as representative
of the behavior observed during these tests. For reference, the
operating conditions for the following figures are presented in
Table 1, along with the NOx and CO ratios discussed later.

Figure 5 presents the time history of various parameters at the
test conditions indicated in Table 1. This is a baseline condition,
without fuel modulation. The combustor pressure is shown on the

top graph and indicates a strong oscillation at 240 Hz. The fuel
manifold �spoke plenum, Fig. 3� pressure also oscillates, demon-
strating the acoustics oscillations penetrate into the fuel delivery
system, but are attenuated compared to the combustor pressure.
Without fuel pulsing, the accumulator pressure is characterized by
very low amplitude oscillations. The heat release signal from OH*

shows the oscillation in combustion that is driving the combustion
dynamics. Finally, the lower graph shows the signal to the modu-
lating solenoid, which is closed in this baseline condition.

When the fuel pulsing is activated, the oscillating history
changes dramatically. Figure 6 shows the result of open-loop fuel
pulsing at the same conditions as Fig. 5. Fuel pulsing was carried
out at 10 Hz. At these conditions, the oscillating combustor pres-
sure is dramatically modulated by the fuel pulsing. Noting the
discussion concerning Eq. �2�, the slope of the accumulator pres-
sure indicates the fuel flow rate such that the equivalence ratio is
higher when the accumulator empties and the pressure slope is
negative. Thus, oscillations decline as the fuel flow from the ac-
cumulator increases the equivalence ratio, and the oscillations
grow again as the solenoid closes. The OH* signal shows that the
oscillation in heat release is almost eliminated during a portion of
the modulation cycle. These results are consistent with the de-
scription of single-sided combustion instability provided in Fig. 1,
and demonstrate that this type of instability can only be turned on
and off, but not eliminated by fuel modulation on a single fuel
nozzle. However, actuation of multiple injectors in an engine may
still produce control as shown in Sec. 4.

It is emphasized that the effect of fuel modulation on oscilla-
tions was very dependent on the operating conditions. In some
instances, fuel modulation had very little effect on the observed
oscillation. For example, Fig. 7 shows the effect of fuel modula-
tion at different conditions than in Fig. 6. The fuel modulation
produced little effect on the baseline oscillation. The baseline os-
cillation without control is not shown because it is very similar to
that with control. Note that the lower limit of the OH* signal rises
and falls slightly with the fuel modulation, but the oscillation is
almost unaffected. In this case, the fuel modulation is unsuccess-
ful in moving the operating condition to a stable point as de-
scribed in Fig. 1. As another example, Fig. 8 shows the effect of
fuel pulsing at a lower average equivalence ratio than Fig. 7. At
this condition, the oscillation is clearly interrupted by the control
action. Note that the OH* signal indicates that the flame is mo-
mentarily absent from the probe field of view—the flame is lifted

Fig. 4 Schematic of combustor used for single-injector test of fuel
modulation

Table 1 Test Conditions and Observed Emissions Ratios for
Figs. 5–8.

Fig Vr �
control
action

CO
ratio

NOx
ratio

5 69 0.55 baseline 1 1
6 69 0.55 10 Hz �1 1.4
7 59 0.63 5 Hz �1 1.16
8 59 0.56 5 Hz 42 2.15
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as the equivalence ratio drops. Depending on the operating con-
ditions, these results demonstrate that the PERM technique can
significantly disrupt the flame anchoring. This may be a disadvan-
tage because it could promote flame blowout, yet the flame was
easily maintained in the present tests.

Pollutant emissions were recorded during the control cases de-
scribed above. Table 1 reports the ratio of NOx and CO emissions
between the baseline and the modulated cases. In most cases, the
effect of fuel modulation was an increase in the NOx. The CO
emissions were almost unaffected by the fuel modulation, except
at the leanest operating condition, where the CO was dramatically
increased. Noting the discussion of flame anchoring above, fuel
modulation near the lean blowout may not be practical due to CO
emissions and flame anchoring. These results are readily under-
standable. At higher equivalence ratios, the fuel modulation pro-
duces momentarily richer fuel pockets, which can produce hot
transients that contribute to NOx. As will be seen later, the emis-
sions response in the engine application was quite different.

In summary, tests of the single fuel nozzle demonstrated that
PERM could disrupt single-sided instabilities as described in Fig.
1. The effect on emissions was modest, except near the lean ex-
tinction, where problems in flame anchoring and high CO emis-
sions may limit the application of this control technique.

4 Experimental Tests on a Gas Turbine Engine
Engine testing was carried out on an experimental test engine

located at Solar Turbines. The combustor was an annular geom-
etry, using 12 premix fuel nozzles. Figure 9 shows a cross-section
of the combustor, identifying the fuel injectors and eight dynamic
pressure transducers �PT-1 through PT-8�. The open circles repre-
sent the position of the premixing passages supplying the combus-
tor annulus. Two of the pressure transducers were mounted on the
fuel supply lines to monitor the dynamic affects of the control
pulses on the fuel manifold and the flow passage downstream of
the modulating solenoid valve. These signals could be used to
affirm the magnitude of the flow modulation. The remaining six
pressure transducers �PT 1,2,4,5,7� were distributed around the
perimeter of the combustor so that an root-mean-square �rms�
pressure could be determined as an average of the six transducers.
It was important to consider measurement of multiple transducers
because tests without control showed that fixed acoustic nodes
could be established in the annular geometry. Thus, a single-
pressure measurement might provide a false picture of the ampli-
tude of the oscillation.

As in the single-nozzle testing, a fiberoptic probe was used to
record the OH chemiluminescence signal from a position 2.5 cm

Fig. 5 History of various signals at conditions indicated in Table 1. This is the
baseline, without fuel modulation „pressures in pounds per square inch….
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downstream of the injector face on fuel injector 2 �Fig. 9�. This
signal was used to verify the imposed heat release variations.

The fuel pulsing hardware was similar to that in Fig. 3, except
that the fuel accumulator was absent. As explained in Sec. 3,
testing with the fuel accumulator was used to quantify the un-
steady flow rates produced by modulating one flow path but was
not needed in the engine tests. All 12 injectors were outfitted with
a solenoid and flow path similar to Fig. 3.

When PERM is activated, the open solenoids present added
flow area for the gaseous fuel. If the throttle position were un-
changed, this larger flow area would increase engine fuel flow.
However, the engine control system still retains control of the fuel
flow, so that the added flow area is readily compensated by a
�slight� reduction in engine throttle position, so as to maintain the
same engine power level before and after control is activated.
During the transition between uncontrolled and controlled status,
no problems were encountered with engine operation, flame out,
or high turbine inlet temperatures.

Figure 10 is a schematic of the test cell instrumentation and
control wiring. The solenoid valves were powered by a
12 V/48 amp power supply. Control signals activated the sole-
noid coils via a powered integrated circuit switch supplied by the
solenoid. Control signals �TTL� were generated by the control
computer software developed for this application. The control

software was designed to allow rapid transition between various
control modes and control parameters described below. The con-
trol computer also took an average of the six dynamic pressure
transducers to calculate the rms pressures reported here. Also
shown on Fig. 10, time-series data were recorded on a TEAC
RD-145T digital audio tape recorder, using 16 channels with a
sampling frequency of 6 kHz per channel. Pollutant emissions
were recorded using standard infrared or chemiluminescent
analyzers, following standard practices for engine emission
measurements.

4.1 Control Modes. With 12 injectors, many different sce-
narios for fuel modulation exist. For example, referring to the
numbering scheme on Fig. 9, modulation can increase the fuel
flow on the even-numbered injectors, and then alternate with the
odd-numbered injectors. Alternatively, one can increase the fuel
flow on injectors 1–6, and then alternate with injectors 2–7, then
3–8, and so on. This latter scenario would produce a higher
equivalence ratio in half of the combustor annulus, rotating at the
modulation frequency. Compared to modulating odd-even, this
would minimize the interaction between adjacent injectors, insur-
ing that the high equivalence ratio on one injector was not im-
pacted by leaner conditions from adjacent injectors.

In addition, scenarios are possible where a reduced number of

Fig. 6 History of various signals at conditions with fuel modulation. Same oper-
ating conditions as in Fig. 5, „pressures in pounds per square inch….
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injectors are modulated. For reference, the term “overlap” will be
used to describe the number of injectors where the solenoids are
simultaneously open. The odd-even modulation describe above is
therefore six-overlap because at any point in time, six solenoids
are open.

As an example of four-overlap, one can modulate the fuel flow
in just four injectors �1,4,7,10� and then switch to four more
�2,5,8,11�, and finally to the remaining �3,6,9,12�. If control is
successful modulating a reduced number of injectors, the impact
on emissions may be reduced.

Thus, a case can be made for considering many different modu-
lation scenarios. Testing on the engine was carried out with five
different modulation scenarios, and overlap values of 1, 2, 4, and
6. Rather than describe all these different situations, this paper
presents just a single-control scenario �odd-even�. Testing other
scenarios revealed that the control effects were qualitatively simi-
lar as long as they used six-overlap modulation. In other words, it
was found that control of the baseline oscillation was only suc-
cessful when six injectors were modulated together. Any arrange-
ment of modulating the injectors with less than six-overlap was
not able to produce control of the baseline oscillation.

4.2 Results of Engine Testing. The solenoids were modu-
lated over a range of frequencies, using the odd-even scheme

described above. Testing was conducted near full-load engine con-
ditions, where dynamic oscillations were observed. Unlike the
single-injector tests �Sec. 3� the engine testing was conducted with
a small premixed pilot flame ��2% of the fuel� used to maintain
flame anchoring. Figure 11 shows a graph of the RMS pressure,
and the CO and NOx emissions. As explained above, the rms was
an average of the six combustor pressure transducers and was
expressed as a percentage of the combustor operating pressure.
The CO and NOx emissions were normalized by the baseline
value measured before the control action was activated. Figure 11
shows results at modulation frequencies ranging from 10 to
96 Hz. The 24 Hz, 48 Hz, and 96 Hz cases were tested because
these frequencies were integral divisors of the main oscillation
�288 Hz�. It was desired to insure that the fuel modulation did not
provide subharmonic driving of the combustor acoustic modes
�which it did not�.

Inspecting the graph, the effect of fuel modulation at any fre-
quency is almost a threefold reduction in the rms pressure. The
effect on NOx is also very encouraging, demonstrating a modest
reduction as control is actuated. However, the CO emissions rise
unacceptably for modulation frequencies of �80 Hz, increasing
by more than a factor of 4. At higher modulation frequencies, the
CO is increased over the baseline by approximately a factor of 2,

Fig. 7 History of signals at conditions „Table 1… where fuel modulation had little
effect on the oscillation „pressures in pounds per square inch…
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while both the rms pressure and the NOx levels remain lower than
the baseline. The emissions behavior is discussed in more detail
later, but it should be noted that both NOx and CO emissions can
depend on the presence or absence of oscillations. Thus, there is a
compound effect on emissions from both the fuel modulation, and
the control of the oscillation.

Tests with different modulation patterns discussed in Sec 4.1
showed comparable behavior. As long as the test used six-overlap
�i.e., six solenoids open at any time�, the combustor oscillation
was controlled. During the controlled condition, the NOx was
comparable or less than the baseline, but the CO was always
higher than the baseline. The CO level dropped with increasing
modulation frequency, but was still at least a factor of two larger
than the baseline. In addition, tests with duty cycles of �50%
were also conducted, i.e., where the solenoids were opened for
�50% of the period of modulation. As in lab scale tests described
in �15�, the reduced duty cycle was less effective at controlling the
rms amplitude and is not reported here.

It is helpful to consider that time history of the oscillation.
Figures 12�a� and 12�b� compare �i� the baseline condition in Fig.
11 with �ii� the fuel modulation at 40 Hz. Refer to Fig. 9 for the
location of the various signals. In Fig. 12�a� the combustor pres-
sure recorded from PT-1 and PT-2 show the baseline oscillation.
Note that these pressures are located 60 deg apart on the liner
�Fig. 9� and have different amplitudes because a fixed standing

Fig. 8 History of signals at conditions „Table 1… where the flame anchoring was
disrupted by the control action

Fig. 9 Cross section of the engine combustor annulus. The
fuel injector and pressure transducer „PT… numbering scheme
is shown.
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wave in the annulus of the combustor. The OH* signal reflects the
well-organized variation in heat release that drives the oscillating
pressure. Considering Fig. 12�b� the solenoids are activated. For
reference, the lower two traces show the odd-even actuation be-
tween injectors 2 and 3. Compared to Fig. 12�a� the oscillating
pressure amplitudes are dramatically reduced, and the well-
organized OH* oscillation is appreciably disrupted. The large am-
plitude variation in heat release �measured at injector 1� is syn-
chronized with the odd solenoid opening �injector 3 shown here�.
It should be noted that some organized oscillations persist in the
combustor, but at much reduced amplitude. Compared to tests
conducted in the single-nozzle experiments �Sec. 3�, the OH* sig-
nal does not indicate any problems with flame liftoff during the
control event, but as noted, the CO emissions were undesirably
high.

To further explore how control is achieved in this system, a
separate test was conducted to evaluate what happens if the indi-
vidual injectors were operating at constant, but different, equiva-
lence ratios. This could be accomplished by simply opening the
solenoids on the odd-numbered injectors �i.e., not modulating�. In
this manner, the odd-injectors would operate at the higher equiva-
lence ratio, and the even-injectors would operate at the lower
equivalence ratio. Referring again to Fig. 2, this could place
nozzle A in a stable region, and nozzle B in an oscillating region.

Figure 13 shows the result of this test. The baseline rms and
emissions are compared to what happens as the odd-numbered
injector solenoids are progressively opened. Both the rms pressure
and the CO emissions rise as the injectors are activated. As noted
in Richards et al. �15�, the PERM concept relies on modulating
fast enough to avoid development of oscillations at any one oper-
ating condition. These data support the hypothesis that modulation
is necessary to produce control, i.e., it is not adequate to simply
operate the different fuel injectors at different values of �. Figure
13 also shows the remarkable sensitivity of CO to changes in the
fueling distribution. Activating even one solenoid produced a
fourfold increase in CO, suggesting that some partial combustion
products are being quenched downstream of the richer fuel injec-
tor. The drop, then rise, in CO as injectors 3 and 5 were activated
was not spurious. Similar trends were observed when a compa-
rable test was conducted activating injectors 1–6 in a sequential
manner. In practical turbine combustion liners, it is widely recog-
nized that CO emissions can be complicated by quenching in un-
controlled dilution air jets. Because this liner used a number of
additional drilled holes for the optical OH probe, and pressure
probes, air leaking around these ports may increase the CO levels.

It is important to note that the CO levels themselves depend on
the presence of the oscillation. Thus, comparing the CO levels
with and without modulation also compares the CO levels with
and without the presence of strong oscillations. To show that the
CO was not completely determined by the fuel modulation, a test
was conducted with fuel modulation on an otherwise stable com-
bustion condition. Figure 14 shows the result of fuel modulation
at an engine condition where the baseline combustion is stable.
Note that the rms pressure is not affected by the fuel modulation
so that the increased CO is not attributed to the control of the
oscillation. The fuel modulation at lower frequencies again pro-
duces an increase in CO emissions, but it is not as dramatic as in
the cases where oscillations were eliminated by the control action.
At the highest modulation frequency, the normalized CO was just
1.3 compared to the baseline. As in the control cases, the NOx
emissions actually decrease with the fuel modulation. This inter-
esting effect on NOx differs from studies in the lab combustor
�Sec. 4�, where fuel modulation almost always produced a modest
increase in NOx emissions. There are differences between the
single-nozzle testing and the engine testing. The engine configu-
ration has adjacent flames, liner cooling flows, and a stabilizing

Fig. 10 Schematic of test cell and instrumentation layout

Fig. 11 Rms pressure „% of combustor pressure… and normal-
ized emissions at the baseline condition, and with fuel modu-
lation at various frequencies
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pilot flame. However, these differences do not provide a clear
explanation for the reduced NOx observed during engine fuel
modulation. As in the single-nozzle testing, it seems likely that
momentary excursions to higherequivalence ratio should produce
slightly more NOx not less. More investigation is needed to un-
derstand this effect.

The promising control results presented here must be tempered
by the recognition that PERM control cannot work at conditions
where the baseline oscillation is not disrupted by an equivalence
ratio shift. This was clear from single-nozzle testing presented in
Fig. 7, where PERM had virtually no effect on oscillations. Just as
Fig. 14 showed that PERM did not move the combustor to un-
stable conditions, other engine operating conditions demonstrated
that PERM would not disrupt a stubborn oscillation and could
even lead to oscillations. Additional testing of the PERM concept
was conducted on a second engine application that did not have
well defined stability boundaries. In that case, PERM modulation
had little effect on the oscillation. These results can all be justified
from the presence or lack of stability boundaries shown in Figs. 1
and 2. However, lacking detailed knowledge of the stability
boundaries, no definitive prediction can be made about the success
of PERM without testing. Fortunately, the hardware changes
needed to conduct a test are modest and do not require any
changes to the internal components of the engine. Development of
both reduced and detailed models are planned to further explore
the control effect, and the emissions data. The encouraging results
presented here justify additional theoretical and experimental in-
vestigation of this approach.

5 Summary
A concept for open-loop active control of combustion dynamics

was proposed, developed, and tested on a single fuel injector test
rig and on a gas turbine engine. The control concept uses periodic

Fig. 12 „a… Baseline dynamics at conditions of Fig. 11. Note
the solenoid trigger signals are not active. „b… Observed dy-
namics with odd-even fuel modulation activated at 40 Hz. Note
the odd-even activation of solenoid triggers 2 versus 3.

Fig. 13 Rms pressure and emissions for steady solenoid
valve opening on odd-numbered injectors. The labels are inclu-
sive „i.e.; injectors 1–7=1, 3, 5, 7, etc.….

Fig. 14 Effect of fuel modulation on pollutant emissions when
the engine conditions produce stable „nonoscillating…
combustion
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equivalence ratio modulation �PERM� to modulate the equiva-
lence ratio on different fuel injectors so that at least one-half of
the engine injectors are operating at stable conditions. Tests of this
concept were developed on a single-injector test rig and showed
that PERM could disrupt oscillations at many test conditions. De-
pending on test conditions, fuel modulation produced a modest
increase in NOx, and a widely variable effect on CO emissions, in
the single-injector tests.

Tests on a gas turbine engine showed that PERM was relatively
easy to install and operate using commercial fuel solenoids in-
serted in the fuel piping outside of the engine pressure casing. The
fuel solenoids are designed for continuous cyclic service in recip-
rocating NG engines and are expected to have a lifetime of several
years. No changes were made to the existing engine throttle con-
trol system. Tests demonstrated that control of oscillations re-
quired that the baseline oscillation exist near a stability boundary,
such that equivalence ratio modulation could disrupt the oscilla-
tion. Engine testing showed that PERM could reduce oscillation
amplitude by one-third, but with an increase in CO emissions, and
a modest decrease in NOx emissions. The reasons for the emis-
sions response are not clear at this time, since single-injector test-
ing showed that NOx generally increased with fuel modulation.
Additional modeling studies are suggested to fully explain both
the control mechanism and the pollutant response.
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Catalytic Combustion Systems for
Microscale Gas Turbine Engines
As part of an ongoing effort to develop a microscale gas turbine engine for power
generation and micropropulsion applications, this paper presents the design, modeling,
and experimental assessment of a catalytic combustion system. Previous work has indi-
cated that homogenous gas-phase microcombustors are severely limited by chemical
reaction timescales. Storable hydrocarbon fuels, such as propane, have been shown to
blow out well below the desired mass flow rate per unit volume. Heterogeneous catalytic
combustion has been identified as a possible improvement. Surface catalysis can increase
hydrocarbon-air reaction rates, improve ignition characteristics, and broaden stability
limits. Several radial inflow combustors were micromachined from silicon wafers using
deep reactive ion etching and aligned fusion wafer bonding. The 191 mm3 combustion
chambers were filled with platinum-coated foam materials of various porosity and sur-
face area. For near stoichiometric propane-air mixtures, exit gas temperatures of 1100 K
were achieved at mass flow rates in excess of 0.35 g/s. This corresponds to a power
density of �1200 MW/m3; an 8.5-fold increase over the maximum power density
achieved for gas-phase propane-air combustion in a similar geometry. Low-order mod-
els, including time-scale analyses and a one-dimensional steady-state plug-flow reactor
model, were developed to elucidate the underlying physics and to identify important
design parameters. High power density catalytic microcombustors were found to be lim-
ited by the diffusion of fuel species to the active surface, while substrate porosity and
surface area-to-volume ratio were the dominant design variables.
�DOI: 10.1115/1.2204980�

1 Introduction

Advances in silicon microfabrication techniques and microelec-
tromechanical systems �MEMS� have led to the possibility of a
new generation of micro heat engines for power generation and
micro air-vehicle propulsion applications. Epstein et al. �1� and
Groshenry �2� have reported the design for a silicon-based, micro
gas turbine generator that may be capable of producing 10–50 W
of power in a volume of �1 cm3 while consuming 7 g of fuel per
hour. Like their larger counterparts, an engine of the type shown
in Fig. 1 requires a high-temperature combustion system to con-
vert chemical energy into fluid thermal and kinetic energy.

Previous work in this area has shown that homogenous gas-
phase microcombustors are limited by chemical reaction time
scales �3–5�. Although hydrogen-air mixtures have been success-
fully burned in small volumes for micro gas turbine applications,
storable hydrocarbon fuels, such as propane, will not combust at
the desired mass flow rates within the desired combustor volumes
�5�. As a result, heterogeneous catalytic processes have been pur-
sued to increase reaction rates and improve stability.

This paper presents the results of work toward achieving high
power density �high mass flow rate� operation of a microcombus-
tion system with propane-air mixtures. These studies have resulted
in the identification of critical design trades and recommendations
for microcombustor design.

Section 2 discusses the challenges of combustion in a micro-
scale environment and overviews previous work toward the devel-
opment of silicon-based systems. The design, materials, and test-
ing methodology for catalytic microcombustors are introduced in
Sec. 3. In Sec. 4, results from testing of these devices are pre-
sented and Sec. 5 includes a low-order modeling effort to explain

performance trends. Section 6 reviews design recommendations
and trade-offs, and Sec. 7 summarizes the paper and presents ar-
eas of future work.

2 Microcombustion Challenges
The functional requirements of a microcombustor are similar to

those of a conventional gas turbine combustor. These include the
efficient conversion of chemical energy to fluid thermal and ki-
netic energy with low total pressure loss, reliable ignition, and
wide flammability limits. However, the obstacles to satisfying
these requirements are different for a microscale device. As first
described by Waitz et al. �6�, a microscale combustor is more
highly constrained by inadequate residence time for complete
combustion and high rates of heat transfer from the combustor.
Microcombustor development also faces unique challenges due to
material and thermodynamic cycle constraints. These constraints
are reviewed in Secs. 2.1–2.4.

2.1 Time-Scale Constraints. For the energy conversion ap-
plications we are interested in, power density is the most impor-
tant metric. As shown in Table 1, the high power density of a
microcombustor directly results from high mass flow per unit vol-
ume. Since chemical reaction times do not scale with mass flow
rate or combustor volume, the realization of this high power den-
sity is contingent upon completing the combustion process within
a shorter combustor through-flow time.

For gas-phase combustors, this fundamental time constraint can
be quantified in terms of a residence time-based Damköhler num-
ber; the ratio of the residence time to the characteristic chemical
reaction time.

Da1 =
�residence

�reaction
�1�

To ensure a Da1 greater than unity �and complete combustion�,
a designer of a microcombustor can either increase the flow resi-
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dence time or decrease the chemical reaction time. The character-
istic combustor residence time is given by the bulk flow through
the combustor volume

�residence �
volume

volumetric flow rate
=

VP

ṁRT
�2�

Residence time can be increased by increasing the size of the
chamber, reducing the mass flow rate, or increasing the operating
pressure. A chemical reaction time can be approximated by an
Arrhenius-type expression.

�reaction �
�fuel�0

A�fuel�a�O2�be−Ea/RT0
�3�

Reaction time is primarily a function of fuel properties and the
mixture temperature and pressure.

Since high power density requirements mandate high mass flow
rates through small chamber volumes, the mass flow rate per unit
volume cannot be reduced without compromising device power
density. Hence, there is a basic trade-off between power density
and flow residence time

Power density �
ṁ

V
�

ṁfLHV

V
�

�

�residence
�4�

For a given operating pressure �and, thus, density�, and assuming
a fixed Dal, reducing the chemical reaction time and thus required
residence time, is the only means of ensuring complete combus-
tion without compromising the high power density of the device.

One means of reducing this chemical reaction time-scale is to
utilize heterogeneous surface catalysis. This oxidation process is
fundamentally different from that occurring in a gas-phase com-
bustion system. Typically, the reactions are significantly faster and
there is no flame structure since the chemistry takes place on the
catalyst surface. However, use of surface reactions introduces an
additional time scale to consider when determining the rate-

controlling process. The diffusion of the reactant species to the
catalyst surface is often the controlling phenomenon. This diffu-
sion time is related to the molecular diffusion coefficient for one
species being transported through another and can be estimated
using the Fuller correlation �7�

DAB =

1.013 � 10−2T1.75� 1

MA
+

1

MB
�1/2

P��	 vi�A
1/3 + �	 vi�B

1/3�2
�5�

Noting that the diffusion time can be a critical factor in these
systems, two additional nondimensional parameters become rel-
evant. The diffusion-based Damköhler number can be written as
the ratio of the diffusion time to the characteristic chemical reac-
tion time

Da2 =
�diffusion

�reaction
=

�− R�dh

Cb,sDA,B
�6�

and indicates whether chemistry or mass transport are dominant.
The Peclet number is defined as the ratio of the diffusion time to
the residence time

Pe =
�diffusion

�residence
=

vbdh

DA,B
�7�

Peclet numbers larger than unity imply that significant quantities
of reactants are being passed through the combustor without
reaching the catalyst surface and reacting. For a high power den-
sity microcombustor with short through-flow times, this is the
most fundamental limitation on power density.

2.2 Heat Transfer Effects and Fluid-Structure Coupling.
Energy loss due to heat transfer at the walls of the combustion
chamber in a conventional gas turbine is typically neglected.
However, for a microcombustor this is an important factor. The
surface area-to-volume ratio for a microscale combustor is
�500 m−1, or two orders of magnitude larger than that of a typi-
cal combustor.

Waitz et al. �6� have shown that the ratio of heat lost to that
generated scales with the hydraulic diameter as follows:

E�

Ė
�

1

dh
1.2 �8�

The hydraulic diameter of a microcombustor is on the order of
millimeters, hundreds of times smaller than that of a typical com-
bustor. Therefore, the ratio of heat lost to that generated may be as
much as two orders of magnitude greater than that of a large-scale
combustor.

The effect of this large surface heat loss on homogeneous gas-
phase combustion is twofold. First, large thermal losses have a
direct impact on overall combustor efficiency. Therefore, typical
large-scale combustor efficiencies of �99% are not feasible. Sec-
ond, heat loss can increase kinetic times and narrow flammability
limits through lowering reaction temperatures. This can exacer-
bate the constraints of short residence time.

In addition, the structures fabricated for these microcombustors

Fig. 1 Baseline engine schematic

Table 1 A comparison of the operating parameters and re-
quirements for a microengine combustor to those estimated for
a conventional GE90 combustor. „Note: residence times are
calculated using inlet pressure and an average flow tempera-
ture of 1000 K.…

Conventional
combuster Microcombustor

Length 0.2 m 0.001 m
Volume 0.073 m3 6.6�10−8 m3

Cross-sectional area 0.36 m2 6�10−5 m2

Inlet total pressure 37.5 atm 4 atm
Inlet total temperature 870 K 500 K
Mass flow rate 140 kg/s 1.8�10−4 kg/s
Residence time �7 ms �0.5 ms
Efficiency �99% �90%
Pressure ratio �0.95 �0.95
Exit temperature 1800 K 1600 K
Power density 1960 MW/m3 3000 MW/m3
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are etched from silicon, which has a high thermal conductivity.
This combined with the short heat conduction paths at the micro-
scale lead to Biot numbers much less than unity �of order 0.01�
and structures that tend to be isothermal. These heat transfer is-
sues have a significant impact on catalytic systems where the heat
is generated on a surface. The heat generated is more likely to be
conducted away through the structure than transferred through a
thermal boundary layer to the bulk flow. This can further reduce
power density.

2.3 Material Constraints. There are also several material
constraints imposed on a silicon microcombustion system. The
most critical requirement is a wall temperature limit of �1300 K.
At temperatures above this level, silicon begins to soften and lose
its structural integrity. However, high surface heat transfer and the
high thermal conductivity of silicon are beneficial in this case.
Combustor wall temperatures can be kept below the 1300 K re-
quirement by conduction of heat through the structure to the am-
bient. In addition, the rotating components of the microengine
must maintain even lower wall temperatures, below 1000 K, due
to creep considerations.

There are further material constraints imposed on the system
when utilizing thin films of noble metal catalysts. Typically plati-
num based, these materials will begin to agglomerate when ex-
posed to temperatures in excess of �1200 K for significant peri-
ods of time. This will reduce the active surface area on which
catalysis can occur.

2.4 Previous Work. Mehra and Waitz �8� were the first to
develop a silicon, microfabricated combustor compatible with a
realistic engine geometry. This combustor was 0.066 cm3 in vol-
ume and was designed to operate using lean, premixed, hydrogen-
air combustion. It was tested over a range of equivalence ratios
spanning from 0.4 to 1.6 for a fixed mass flow rate of 0.045 g/s
and atmospheric pressure. For premixed hydrogen-air operation,
exit gas temperatures in excess of 1800 K were achieved with
combustor efficiencies up to 70% and power densities near
1200 MW/m3.

A more substantial six silicon wafer combustor, shown in Fig.
2, was also designed and tested by Mehra �3� and Mehra et al. �4�.
This device consisted of a 191 mm3 volume and a wraparound
thermal isolation jacket. For gas phase hydrogen-air operation,
exit gas temperatures in excess of 1800 K and efficiencies near
100% were achieved at mass flow rates of 0.12 g/s. This corre-
sponds to a power density over 1100 MW/m3. However, due to
residence time constraints, this device did not achieve the target
mass flow rate of 0.36 g/s resulting in flame blowout around
0.20 g/s.

Spadaccini et al. �5� and Spadaccini �9� improved on the gas-
phase performance of the device by converting it to a dual-zone

operating mode similar to that found in conventional-scale com-
bustors. This consisted of a hot primary zone followed by a dilu-
tion zone. This was achieved by etching a series of holes through
the upper wall of the combustion chamber splitting the flow in the
thermal isolation jacket. Approximately half of the flow entered
the combustor and burned near stoichiometric conditions in the
primary zone while the other half entered through the top wall of
the chamber to dilute and cool the flow to the appropriate exit
temperature. The stable, hot primary zone increased reaction rates
and improved performance, allowing operation above 0.22 g/s.
However, this was still short of the design mass flow rate.

Spadaccini et al. �5� also tested several hydrocarbon fuels, in-
cluding propane and ethylene in the six-wafer combustors. The
�5–20 times slower reaction rates of these fuels exacerbated the
residence time constraints. This resulted in maximum mass flow
rates of �0.07 g/s and power densities less than 300 MW/m3,
well below the targets for micro gas turbine engine operation.
Figure 3 highlights the performance difference between hydrogen
and propane fuel. Furthermore, it has been the long-term goal of
much of this work to achieve high power density operation of a
microcombustor using storable hydrocarbon fuels. For this reason,
propane-air combustors utilizing heterogeneous surface catalysis
have been pursued and are the subject of the remainder of this
paper.

There are several research groups pursuing microcombustors

Fig. 2 Schematic „a… and SEM „b… of six-wafer microcombustor

Fig. 3 Comparison of hydrogen and propane gas-phase
performance
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for other types of small-scale power sources. Typically, these
combustors run at significantly lower mass flow rates and power
densities. This includes a silicon micromachined rotary engine
being developed at the University of California, Berkeley, which
involves combustion of gas-phase hydrogen-air mixtures ignited
with a spark or glow plug �10�. Other catalytic microcombustor
work has been conducted at MIT for suspended tube microreac-
tors �11� and for thermoelectric generators �12�. A swiss-roll cata-
lytic microcombustor has been developed at the University of
Southern California for use as a thermoelectric generator with
recuperation �13� while the smallest known combustor was fabri-
cated and tested at the University of Oregon and burns propane
catalytically over a platinum wire �14� in a volume of 0.050 mm3.

3 Experimental Approach
To improve upon previous propane-air performance in the base-

line six-wafer combustors, heterogeneous surface catalysis was
implemented. For the experiments presented here, the baseline
six-wafer device was used as the test device and platinum was
chosen as the catalyst material.

3.1 Six-Wafer Catalytic Microcombustor. The baseline six-
wafer device that had been used for previous experiments was
fitted with platinum coated foam materials. Figure 4 indicates the
location of the catalyst material inside the device. The silicon was
etched using deep reactive ion etching �DRIE�, and the wafers
were aligned and fusion bonded together. The details of these
microfabrication steps can be reviewed in Refs. �3,4�. The process
of implanting the platinum-coated foam material into the devices
during fabrication is discussed in �9,15�. The substrate materials
and platinum deposition are presented in Secs. 3.2 and 3.3.

3.2 Catalyst Substrate Materials. Several catalyst substrate
materials were used. This included a nickel foam material with a
porosity of �95%, a FeCrAlY foam with a porosity of 88.5%, and
an Inconel-625 foam, which was 78% porous. Porosity is defined
as the ratio of open volume to total volume of the material. This
parameter will be referred to as � and can be written as

� =
Vopen

Vtotal
�9�

The foam substrate materials are shown in Figs. 5–7, where Figs.
5�a�, 6�a�, and 7�a� are photographs and Figs. 5�b�, 6�b�, and 7�b�
are SEMs.

3.3 Catalyst Materials. After machining to the size and
shape of the combustion chamber, the foam substrates required a
platinum coating. Two methods were utilized to produce these
layers. The first involved dipping the substrate in a chloroplatinic
acid solution while the second consisted of using ionic plasma
deposition. The first technique was performed on the 95% porous
nickel substrate and the second technique on the FeCrAlY and
Inconel-625.

Unsupported metal catalysts can be deposited onto a substrate
using a solution of metal salt. In this procedure, the metal salt
�H2PtCl6 in this case� is dissolved in deionized water. The sub-
strate pieces are soaked in this solution then placed in a small tube
furnace. The water is then evaporated followed by reacting the
remaining compound with hydrogen at elevated temperature to
remove the Cl in the form of HCl leaving only platinum on the
surface. The nickel foam pieces were coated using this technique
and typically increased in weight by approximately �3–5 % cre-
ating layers approximately 2–3 	m thick. The procedure used is
described in Ref. �9�.

The FeCrAlY and Inconel-625 substrates were coated using
ionic plasma deposition. This is a proprietary process developed
by Ionic Fusion Corporation and involves propelling atoms of a
given material by ionic acceleration and ballistically impregnating
a substrate. It is a high-energy, low-temperature process that pro-
vides good penetration into porous substances �16�. The foam
pieces were first coated with 2–3 	m of either Al2O3 or ZrO2
followed by 2–3 	m of platinum. The FeCrAlY and Inconel-625
pieces increased in weight by approximately 4% and 2%, respec-
tively. The ceramic interlayers acted as a diffusion barrier between
the platinum and the metal substrates and are discussed in more
detail in Ref. �9�.

3.4 Experimental Setup and Diagnostics. Prior to testing,
the microcombustors were packaged into a suitable test rig. In

Fig. 5 Photograph „a… and SEM „b… of 95% porous nickel foam
substrate

Fig. 6 Photograph „a… and SEM „b… of 88.5% porous FeCrAlY
foam substrate

Fig. 4 Schematic of microcombustor showing location of
catalyst material

Fig. 7 Photograph „a… and SEM „b… of 78% porous Inconel-625
foam substrate
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order to connect the device’s microscale fluid channels to a mac-
roscale feed system, a glass bead interconnect scheme was devel-
oped by Mehra �3�. Small Kovar tubing was hermetically sealed
to the silicon with glass beads and brazed to a larger metal plate
for connection to conventional fittings. A fully packaged device is
shown in Fig. 8. A more detailed description of this process can be
found in Refs. �3,17,18�.

Because of the microscale of the devices, it is difficult to obtain
nonintrusive measurements. Therefore, diagnostics were limited.
Exit gas temperature was measured using a 0.0254 cm sheathed
type K thermocouple. Because of the large temperature gradients
along the length of the wire, an error analysis for the thermal
conductivity, radiative emissivity, and calibration drifts predicted
uncertainties up to ±130 K. A wall temperature measurement was
also obtained with the same type thermocouple and an uncertainty
of ±12 K. In addition to the temperature diagnostics, pressure was
measured upstream in the cooling jacket and in the combustion
chamber itself. A detailed uncertainty analysis can be found in
Ref. �3�.

4 Experimental Results
Overall combustor efficiency is defined as


c =
�ṁa + ṁf�h2 − ṁah1

ṁfhf

�10�

where station �1� refers to the combustor inlet and station �2� is
the combustor exit. The combustor efficiency can be written as the
product of a chemical efficiency, and a thermal efficiency. These
two efficiencies can be written as


chem =
��ṁa + ṁf�h2 − ṁah1� + Q̇loss

ṁfhf

=
total enthalpy released

maximum enthalpy release possible
�11�


therm =
�ṁa + ṁf�h2 − ṁah1

��ṁa + ṁf�h2 − ṁah1� + Qloss

=
enthalpy rise of fluid

total enthalpy released

�12�

4.1 Ignition Characteristics. To ignite, the catalyst had to be
heated using an external radiant heater to a suitable ignition tem-
perature. Upon reaching this temperature, a hydrogen-air mixture

was passed through the device and over the platinum catalyst.
Initiation of the surface reaction ensued and both the wall and gas
temperatures rose to a steady-state value. To accomplish this in
the microcombustors, the entire chip was preheated with an exter-
nal heater �19�. After achieving ignition, the heater was removed
and the device continued to operate via autothermal combustion
of the hydrogen-air mixture over platinum. Typically, a catalytic
combustor will exhibit an ignition/extinction hysteresis similar to
that shown by Williams et al. �20� and Goralski and Schmidt �21�.
For the 95% porous nickel foam and the 88.5% porous FeCrAlY
foam this is shown in Fig. 9. Wall temperature is plotted against
heater power and ignition occurs at a heater power of approxi-
mately 20–30 % �around 80–100°C�. This figure is intended only
to qualitatively show the ignition process and to illustrate the hys-
teresis. Although the catalytic microcombustors initially ignite
with a hydrogen-air mixture, ultimately, the goal is to achieve
autothermal combustion of propane-air mixtures over the plati-
num catalyst. To accomplish this, the device must be brought to a
high-enough temperature to initiate propane-air catalytic reac-
tions. This ignition temperature is significantly higher than that
required for the hydrogen-air mixture and is on the order of 600 K
�20�. This temperature was not attainable with the external heater.
However, the heater can be used to ignite a hydrogen-air mixture
that can further heat the catalyst to the required level for propane
mixtures.

Propane is then added in small quantities until its ignition is
observed via an additional temperature rise. At this point, the hy-
drogen concentration is lowered while propane is added to the
mixture until there is only propane and air. More details of the
ignition procedure and conversion to propane-air operation are
contained in Ref. �9�.

4.2 Performance Testing. Initial tests were performed on
combustors that were fabricated without platinum on the substrate
surface. This was done to isolate the effect of the foam structure
itself inside the combustion chamber. Figure 10 shows the exit gas
temperature for such a device with uncoated nickel foam material
operating with propane-air combustion. The temperatures and
flow rates are comparable to that reported in �3,5,9� for gas-phase
devices and indicates that there is no catalytic activity and mini-
mal effect from the foam itself.

In the case of the microcombustors with platinum catalyst coat-
ings, significant performance improvement was achieved. Figures
11 and 12 show exit gas temperatures and overall combustor ef-
ficiency comparisons for the nickel foam �95% porous� and
FeCrAlY foam �88.5% porous� devices both operating at a sto-
ichiometric equivalence ratio. The lower porosity FeCrAlY com-

Fig. 8 Fully packaged microcombustor

Fig. 9 Ignition characteristics for catalytic microcombustors
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bustor achieved exit gas temperatures over 150 K higher than the
devices with the nickel substrate. This corresponds to an approxi-
mately 2–10 % higher efficiency over a range of mass flow rates.
The sharp drop in performance at 0.35 g/s was a result of tran-
sients from the mass flow controllers that were operating at maxi-
mum flow levels. Although these temperatures and efficiencies are
low, the mass flow rates achieved were in excess of 0.35 g/s,
which satisfies the design mass flow rate for the microengine and
exceeds that required for a lower flow rate engine design. These
mass flow rates of interest are noted on the figures with vertical
dashed lines. The maximum power density achieved for the plati-
num on nickel device was �1050 MW/m3, which is a 7.5-fold
increase over gas-phase propane-air power densities and about
95% of that for gas-phase hydrogen-air mixtures. For the less
porous platinum on FeCrAlY combustor, the maximum power
density was 1200 MW/m3, which is approximately an 8.5-fold
increase over gas-phase propane-air operation and about a 10%
increase over that achieved by the gas-phase hydrogen-air device.

The overall combustor efficiency can be broken down into its
thermal and chemical components. Wall temperature measure-
ments combined with a one-dimensional �1D� heat transfer model
�3� reveal that although heat loss is greater than in the gas-phase

case, losses are dominated by chemical inefficiency. Figure 13
shows a breakdown of the efficiencies in the nickel-platinum de-
vice for a stoichiometric mixture ratio. The chemical efficiency at
the mass flow rates of interest was �30%. Similar trends were
observed in the FeCrAlY device although chemical efficiency was
�40% between mass flow rates of 0.15–0.30 g/s.

Pressure drop through the combustor is also a critical parameter
for the overall engine design. Because of thermodynamic cycle
constraints for engine operation, total pressure loss must be lim-
ited to �5%. The pressure losses from the two devices are com-
pared in Fig. 14 for operation at an equivalence ratio of unity. The
lower porosity �higher density� FeCrAlY material exhibits higher
pressure loss as expected. However, both devices are below the
5% total pressure loss constraint at mass flow rates of interest.

4.3 Failure Mechanisms. Testing of microcombustors with
78% porous Inconel-625 foam was not successful. Three devices
were packaged and tested. None of these combustors would ignite
with hydrogen-air or propane-air mixtures. The typical ignition
procedures were attempted followed by higher heater settings and
various flow rates and equivalence ratios. None of these variations
on the startup procedure were successful. The inability to light

Fig. 10 Exit gas temperature for microcombustor with non-
catalytic foam

Fig. 11 Exit gas temperature plot comparing Ni-Pt and
FeCrAlY-Pt devices for �=1

Fig. 12 Overall combustor efficiency plot comparing Ni-Pt and
FeCrAlY-Pt devices for �=1

Fig. 13 Efficiency breakdown for catalytic microcombustor
with Ni-Pt, �=1.0
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these combustors may have been due to the fuel-air mixture chan-
neling around the foam rather than through it. Significant gaps
may have been present around the foam due to the need to ensure
that it easily fit into the combustion chamber for fabrication pur-
poses. Other possible failure mechanisms include platinum ag-
glomeration during high-temperature processing and inadequate
platinum coverage inside the foam.

The nickel-platinum devices exhibited sporadic performance as
well. Several devices ignited and operated only at lower tempera-
tures. This was likely a result of platinum diffusion into the nickel
substrate material. This was confirmed by a materials character-
ization analysis, which is summarized in Ref. �9�. As a result, the
FeCrAlY-platinum devices were fabricated with a ceramic diffu-
sion barrier layer. This prevented interdiffusion of the two metals
during the high-temperature processing steps, but later led to some
reduction of active surface area via agglomeration of the platinum
layer �9,12�.

5 Low-Order Modeling and Analysis
Several levels of modeling have been pursued to better under-

stand the operation of a catalytic microcombustor and to develop
design recommendations. A pressure loss correlation has been uti-
lized to estimate the drop in stagnation pressure through a given
catalyst substrate. Time-scale analyses have identified the limiting
factors and important nondimensional parameters that govern high
power density catalytic combustor performance. A one-dimen-
sional isothermal plug flow reactor model was developed to fur-
ther explore combustor performance over a range of conditions
and catalyst geometries. This parametric study is synthesized in
model-based operating maps.

5.1 Pressure Loss. Pressure loss through a porous substrate
can be estimated from the Ergun equation for Reynolds numbers
less than 300 �based on the thickness of a fiber or diameter of a
catalyst particle� �7�

−
dP

dz
=

v
l

�1 − ��
�3 
150	�1 − ��

l
+ 1.75�v� �13�

where 	 is the viscosity, v is velocity through the porous media,
and l is a characteristic length scale, usually the width of a foam
fiber or diameter of a particle in a packed bed. For the substrates
of interest, Reynolds numbers are approximately 200–300.

Figure 15 shows an estimate of pressure loss through the nickel
foam �95% porous� and the FeCrAlY foam �88.5% porous� used
in the catalytic microcombustors. The thickness of a foam fiber

was approximately 80–100 	m measured using a scanning elec-
tron microscope. The actual pressure vs. mass flow characteristic
from the catalytic microcombustor experiments was used as input.
The temperature was held constant at 1000 K. The pressure drop
associated with this material is low according to the Ergun calcu-
lation while the measured pressure drop in the experiment was
significantly higher, in the range of 1–3 %. However, the experi-
ment measures the loss through the entire device not just the
foam. If the measured pressure loss through the device without
catalyst material is subtracted from that measured in this set of
experiments, the loss attributable to the foam can be estimated.
Total pressure loss from the original gas-phase device can be
found in Ref. �3�. The data points in Fig. 15 are obtained by
subtracting the total pressure loss of the gas-phase device from
that of the catalytic microcombustor.

The additional curves shown on Fig. 15 indicate the estimated
pressure loss �based on Eq. �13�� for lower porosity substrates
�more dense foams�. The same pressure versus mass flow charac-
teristic, reactor temperature, and fiber thickness was used. The
stagnation pressure loss through the foam increases as porosity
decreases. However, the chart indicates that a significant decrease
in porosity �and increase in catalytic material� can be introduced
into the reactor without violating the maximum allowable com-
bustor pressure loss of 5%. If the 1–3 % system pressure loss is
included with this estimate of catalyst pressure loss, a substrate
with a porosity of approximately 80–85 % could be used in the
device.

5.2 Time-Scale Analysis. To determine which phenomena
control the combustion process in a catalytic microcombustor, rel-
evant physical time scales can be evaluated. These include reac-
tion time, residence time, diffusion time of the fuel species, and
diffusion time of the oxidizer. Residence time can be estimated
from the volume, mass flow rate, pressure, and bulk gas tempera-
ture as in the gas-phase case �Eq. �2��. Reaction rate can be ob-
tained from an Arrhenius-type rate expression. For a propane-air
reaction on a platinum catalyst, the following mechanism can be
used �7�

�− RC3H8
� = ks�C3H8� �14�

where the rate constant is

Fig. 14 Total pressure loss plot comparing Ni-Pt and FeCrAlY
devices for �=1

Fig. 15 Pressure loss versus mass flow rate for porous media,
comparing estimates from Eq. „13… and experimental data
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kS = 2.4 � 105exp�− 1.08 � 104

T
� �15�

The reaction rate has units of mole/m2s where the area is the
catalyst surface area. Molecular diffusion coefficients for propane
and oxygen diffusion through air can be obtained from the Fuller
correlation �Eq. �5�� �7�.

Using estimates of these various time scales, nondimensional
parameters can be calculated and used to determine the governing
physical phenomena. These parameters and their approximate val-
ues for a catalytic microcombustor are summarized below in Table
2. From this simple time-scale analysis, it is clear that diffusion of
reactants to the surface is a controlling parameter. The diffusion-
based Damköhler number indicates that the surface reaction rate is
much faster than the rate of diffusion to the surface. The Peclet
number indicates that reactants can flow through the device with-
out coming into contact with the active catalytic surface.

If a tubular plug flow reactor is assumed, the Peclet number can
be estimated and shown to be a strong function of geometry. For
a given set of flow conditions �pressure, temperature, and mass
flow rate� Peclet number can be calculated for a range of diam-
eters �or pore sizes�. In this case, the gas velocity through the tube
and the length of the tube are estimated based on the actual mi-
crocombustor. Figure 16 shows this parameter for P=2 atm, T
=1000 K, and a mass flow rate=0.3 g/s for both propane and
oxygen. For the diameters �or pore sizes� of interest the Peclet

number is larger than unity. It is also important to note that pro-
pane diffuses more slowly than oxygen. This results in a larger
Peclet number and indicates that propane diffusion to the active
surface is the governing phenomenon.

5.3 One-Dimensional Isothermal Plug Flow Reactor
Model. The equations developed here have been derived from a
control volume analysis of a fluid element in a plug flow reactor.
These equations coupled with the isothermal assumption yield
trends in fuel conversion and bulk gas temperature rise through
the reactor as a function of flow conditions and geometry.

The Peclet number analysis indicated that the diffusion of pro-
pane is the governing phenomenon; therefore, only the mass trans-
port and consumption of the fuel species is taken into account in
all subsequent derivations. Homogeneous gas-phase reactions will
be neglected and the catalytic reaction mechanism shown in Eqs.
�14� and �15� will be utilized for all further analyses.

A steady-state gas-phase mole balance across the control vol-
ume results in

Cbv
dY f ,b

dz
+ avkmCb�Y f ,b − Y f ,S� = 0 �16�

The surface area-to-volume ratio can be written in terms of poros-
ity and foam fiber thickness as

av =
4�1 − ��

w
�17�

A mole balance performed at the catalyst surface yields

kmCb�Y f ,b − Y f ,S� = �− Rf�S�1 − �� �18�
while an energy balance across the fluid element provides the final
equation

− �Cpv
dTb

dz
+ avh�TS − Tb� = 0 �19�

Analytical solutions to these equations can be found or an appro-
priate numerical method can be applied to solve the system.

Correlations for gases in packed bed reactors have been used to
approximate the heat and mass transfer coefficients in porous sub-
strates. These transport coefficients are given in terms of nondi-
mensional j factors, jD for mass transfer, and jH for heat transfer

Table 2 Summary of non-dimensional parameters

Nondimensional parameter Range

Da1 =
�residence

�reaction
�0.5–5

Da2 =
�diffusion

�reaction
�30–500

Pe =
�diffusion

�residence
�55–130

Fig. 16 Peclet number versus diameter
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jD =
km

v
Sc2/3 �20�

jH =
h

Cp�v
Pr2/3 �21�

These j factors can be estimated using the following correlations
�7�:

jD = jH = 0.91 Rej
−0.51Sf Rej � 50 �22�

jD = jH = 0.91 Rej
−0.41Sf Rej � 50 �23�

Sf is the shape factor and for this analysis a value of 0.79 was used
�shape factor for ring-type structures�. The Reynolds number used
here can be found from

Re =
�vw

6�1 − ��	Sf
�24�

The boundary conditions required to run the model include the
inlet bulk gas temperature, the inlet bulk gas fuel mole fraction
�obtained from equivalence ratio�, and the inlet surface mole frac-
tion. The catalyst surface temperature also must be specified and
due to the isothermal condition is constant throughout the reactor.
A typical set of boundary and flow conditions is shown in Table 3.

Figures 17 and 18 show temperature and fuel concentration
profiles, respectively. The conditions listed above in Table 3 were
used to generate these results along with a substrate porosity of
95% and an average foam fiber thickness of 90 	m.

Figure 19 shows a comparison of the model results to that ob-
tained in the experiments for both the 95% and 88.5% porous
substrates. Fuel conversion is the parameter being compared. The
approximate geometries of the substrate materials were used as
well as the measured pressure and mass flow rates from the ex-

periment. The model replicates the trends shown in the experi-
ments. These trends include a relatively constant fuel conversion
over a broad mass flow range and the lower porosity material
resulting in higher conversions and exit gas temperatures. How-
ever, the model does not predict overall levels well. Likely rea-
sons for this are variations in the substrate geometry and the plati-
num coverage as well as flow leakage around the foam material.

A model sensitivity study was performed and indicated that a
variation of 20% in surface area-to-volume ratio results in a
�10% change in fuel conversion. The sensitivity to leakage flow
around the foam material can also be estimated. The conversion
for a reduced flow rate can be mass averaged with an unreacted
leakage flow to simulate this scenario. Results indicate that fuel
conversion changes by �7% with each 20% increment in leakage.
Leakages around the catalyst are expected to be �20%; however,
an actual measurement is not possible.

With this model, the effect of key design variables such as
porosity and surface area can be further examined. For constant
flow conditions, the model can produce fuel conversion profiles
for various porosity and surface area materials. Figure 20 shows
trends in fuel conversion for increasing surface area-to-volume
ratios using the conditions listed in Table 3. The profiles indicate
that higher surface area-to-volume ratios �usually a result of lower
porosity for a constant fiber thickness� will significantly improve
fuel conversion.

The 1D isothermal plug flow model can also be used to visual-
ize a catalytic microcombustor’s operating space. Figure 21 shows
lines of constant power density on a plot of total pressure loss
through the device versus catalyst temperature for an equivalence
ratio of unity. The total pressure loss is estimated by adding the
pressure loss through the substrate material as predicted by the
Ergun equation to an estimate of the pressure loss due to the
silicon structure �3�. The maximum power density is obtained
from the exit gas temperature predicted by the model. Figure 21
indicates that at higher pressure loss �higher surface area-to-
volume ratio� and higher catalyst temperatures, combustor perfor-
mance improves. It is also clear that by relaxing the pressure loss
constraint and utilizing a catalyst, which can survive at higher
temperatures, the available operating space will broaden. The cur-
rent microengine constraint of �5% total pressure loss is indi-
cated by the black line and gray shaded area. The shaded area
above a 1400 K catalyst temperature represents an approximate
failure temperature for the catalyst layer.

The catalytic microcombustor operating space can be viewed
more generally by plotting nondimensional parameters. Figure 22
shows lines of constant combustor efficiency on a chart with Pe-

Table 3 Typical boundary and flow conditions for reactor inlet
in 1D isothermal plug flow model

Parameter Value

Th 500 K
TS 1000 K
Yfuel,b �from �� 0.04 ��=1.0�
Yfuel,S

0.00
Pressure 2 atm
Mass flow 0.3 g/s

Fig. 17 Axial temperature profile in porous media plug flow
reactor

Fig. 18 Axial fuel concentration profile in porous media plug
flow reactor
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clet number versus thermal efficiency. As Peclet number de-
creases, combustor efficiency increases due to the time available
for diffusion of the reactant species to the active surface. How-
ever, as heat is lost from the system �lower thermal efficiency�, the
overall efficiency decreases.

6 Design Recommendations
Design recommendations for catalytic microcombustion sys-

tems are listed below. These recommendations are based on the
experimental results presented in Sec. 4, the low-order modeling
in Sec. 5, and a materials characterization study described in Refs.
�9�:

1. High power density catalytic microcombustors are diffu-
sion controlled. A designer should seek to approach the

high-temperature reaction controlled regime to maximize
performance. This can be achieved by implementing the
following:

�a� Utilize the most thermally durable catalytic materials
to achieve high-temperature operation.

�b� Utilize the highest surface area-to-volume ratio sub-
strate material available that does not violate the sys-
tem pressure loss constraint.

�c� Relax the total pressure loss constraint as far as the
thermodynamic cycle will permit.

2. Searching for a more active catalytic material is not required
unless:

�a� The ignition transient is of concern.

Fig. 19 Comparison of model to experiment

Fig. 20 Fuel conversion profiles for various surface area-to-
volume ratios

Fig. 21 Operating space for catalytic microcombustor; lines of
constant power density
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�b� The overall design lies in the reaction-controlled
regime.

3. Although thermal management was not a problem in the
devices tested here due to poor thermal contact of the cata-
lyst to the silicon, leakage paths around the catalyst material,
and the recirculation jacket, a more intimately contacted
catalyst material operating at higher temperatures will likely
suffer from significant thermal losses. A materials solution,
such as a thermal barrier combined with a concept similar to
the recirculation jacket, may mitigate these losses.

4. Because of high-temperature processing and operation, sub-
strate materials for noble metal catalysts should be resistant
to solid diffusion or include a diffusion barrier layer.

5. Catalytic materials which are less likely to agglomerate at
high temperatures should be used.

6. A robust fabrication and assembly process that does not re-
sult in leakage paths around the catalyst material should be
considered when designing the device.

7 Summary and Future Work
Because of the poor performance of gas-phase microcombus-

tors with hydrocarbon fuels, a strategy of heterogeneous surface
catalysis was pursued. This offered the potential to increase hy-
drocarbon microcombustor power density by directly increasing
reaction rates. A catalytic six-wafer device compatible with the
microengine geometry was developed.

This combustor consisted of filling the combustion chamber
with a foam material coated with platinum as the active catalytic
surface. Several catalyst substrate materials with varying porosity
and surface area were tested. The combustors were ignited via
preheating of the entire chip and flowing a hydrogen-air mixture
through the device. After catalytic ignition of the hydrogen-air
mixture, operation was converted to propane-air autothermal com-
bustion.

The 95% porous foam devices achieved exit gas temperatures
in excess of 850 K and efficiencies of �30% with propane. Al-
though the efficiency and gas temperatures were low, this com-
bustor operated at high mass flow rates compared to previous
gas-phase combustors. Mass flow rates over 0.35 g/s were
achieved and power density was a 7.5-fold increase over propane-
air gas-phase operation. The devices with 88.5% porous FeCrAlY
foam achieved exit gas temperatures approaching 1100 K and ef-
ficiencies near 40%. The power density of this device was an
8.5-fold increase over the comparable gas-phase microcombustor.

Low-order modeling including a pressure loss correlation, time-
scale analyses, and a 1D isothermal plug flow reactor model indi-
cated that high power density operation is diffusion controlled and
the relatively lower porosity and higher surface area-to-volume
ratio of the FeCrAlY foam substrate was responsible for improved
performance.

Based on the results of this work, future research may include
the following:

Improved Ignition Schemes. Although the ignition procedure
described in Sec. 4.1 was effective for these bench-top catalytic
microcombustor experiments, a more robust and self-contained
system would be optimal for a practical device. A simple and
effective means of achieving catalytic ignition of hydrocarbons
over noble metal catalysts is to resistively heat the catalyst mate-
rial itself �20,21�. By bringing the catalyst temperature up to the
ignition temperature required for propane-air mixtures, the exter-
nal preheating and hydrogen ignition procedure could be elimi-
nated. In order to accomplish this in a device such as the six-wafer
microcombustors presented here, there would need to be signifi-
cant fabrication changes. This would involve incorporating multi-
level electrical interconnects into the device and contacting them
to the metal catalyst material. These interconnects would extend
to the chip’s surface where they could be connected to a power
source for the resistive heating.

Hybrid Microcombustors. The catalytic microcombustors were
successful in significantly increasing power density and mass flow
range for hydrocarbon-fueled devices. However, the exit gas tem-
peratures achieved were significantly lower than that required for
the microengine thermodynamic cycle. Attaining these tempera-
tures in a catalytic device of this kind is unlikely because the
catalyst wall temperatures required would be high enough to
cause significant agglomeration of the catalyst layer. In addition,
to accomplish this in a relatively small volume the total pressure
loss would be significantly greater than the 5% constraint imposed
by the engine cycle. Although the gas-phase devices were capable
of achieving high exit gas temperatures and efficiencies with
hydrogen-air mixtures, their mass flow rate capability was signifi-
cantly less than the engine design flow rate of 0.35 g/s and was
even worse with hydrocarbon fuels.

As a result, a strategy for achieving both high temperature and
high mass flow rate operation in a minimum volume may be to
combine the two devices into a hybrid microcombustor similar to
that proposed and developed by Dalla Betta et al. for large-scale,
low NOx applications �22,23�.

For this type of device, the entrance region of the combustion
chamber would consist of a porous substrate or microchannel-type
geometry coated with a catalyst layer. The first stage would ignite
the fuel-air mixture and bring it to some midrange temperature
��1000 K� with minimal total pressure loss. A second stage of
open volume for homogeneous combustion would follow. The exit
conditions of the catalytic section would serve as the inlet to the
gas-phase section, which would burn the remaining fuel-air mix-
ture. The combustion in the second stage would proceed quickly
due to the already high inlet gas temperature ultimately achieving
the 1600 K exit gas temperature in a minimum total volume.

Liquid Fuels. One final subject of potential future work is to
include the use of liquid fuels, such as kerosene and JP8 in mi-
crocombustor development. These types of fuels are the most
commonly used logistics fuels. The catalytic microcombustors de-
scribed in this paper may be a first step toward achieving high
power density operation with logistics fuels.

The use of these liquid fuels constitutes a significant develop-
ment challenge. Some development issues may include:

1. liquid fuel injection and droplet atomization
2. condensation of the fuel upstream of the combustion

chamber
3. evaporation of droplets and fuel-air mixing after atomi-

zation

Fig. 22 Nondimensional operating space; Peclet number ver-
sus thermal efficiency
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4. diffusion of the larger hydrocarbon molecules to a cata-
lyst surface

5. ignition procedures/methods
6. reaction rates of heavy hydrocarbons on catalysts
7. coking/fouling of catalyst surface
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Nomenclature
A � Arrhenius pre-exponential factor

a ,b � Arrhenius exponents
av � surface area-to-volume ratio
dh � hydraulic diameter
Cb � molar concentration
Cp � constant pressure specific heat
D � diffusion coefficient

Da1 � residence time-based Damköhler number
Da2 � diffusion-based Damköhler number

E� � heat loss
E � heat generated

Ea � activation energy
h � enthalpy or heat transfer coefficient

jD � j factor for mass transport
jH � j factor for heat transfer
km � mass transport coefficient

k � reaction rate constant
l � length scale

LHV � lower heating value
M � molecular weight
ṁ � mass flow
P � pressure

Pe � Peclet number
Pr � Prandtl number

Q̇loss � heat loss from combustor
R � gas constant

�−R� � reaction rate
Re � Reynolds number
Sc � Schmidt number
Sf � shape factor
T � temperature
V � volume
v � velocity or diffusion volume
w � thickness
Y � mole fraction
z � axial location


c � overall combustor efficiency

chemical � chemical efficiency

thermal � thermal efficiency

� � fluid density
�diffusion � diffusion time
�reaction � reaction time

�residence � residence time

Subscripts
A ,B � species

a � air
b � bulk
f � fuel
s � surface
0 � initial condition
1 � combustor inlet
2 � combustor exit
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A Comparison of Single and
Multiphase Jets in a Crossflow
Using Large Eddy Simulations
Large eddy simulations (LES) are performed for single and multiphase jets in crossflow
(JICF). The multiphase JICF are compared to the single-phase case for the same mo-
mentum and mass flow ratios but with droplets of different sizes. Multiphase JICF have
stronger counterrotating vortex pairs (CVPs) than a corresponding single-phase JICF.
Moreover, their trajectories are higher and their induced wakes weaker. The smaller the
Stokes number of the droplets, the more the solution approaches the solution for single-
phase flow. The computed results show the formation of a CVP and horseshoe vortices,
which are convected downstream. LES also reveals the intermittent formation of upright
wake vortices from the horseshoe vortices on the ground toward the CVP. The dispersion
of polydisperse spray droplets is computed using the stochastic parcel method. Atomiza-
tion and droplet breakup are modeled by a combination of the breakup model by Reitz
and the Taylor analogy breakup model (see Caraeni, D., Bergström, C., and Fuchs, L.,
2000, Flow, Turbul. Combust., 65(2), pp. 223–244). Evaporation and droplet collision
are also modeled. The flow solver uses two-way coupling. Averages of the velocity and
gaseous fuel mass fraction are computed. The single-phase JICF is validated against
experimental data obtained by PIV. Additionally, the PDFs and frequency spectra are
presented. �DOI: 10.1115/1.2180810�

Introduction
The design of gas turbine engines is governed by ever tighten-

ing requirements regarding thermodynamic efficiency and reduc-
tion of emissions. Although high thermodynamic efficiency tends
to decrease the absolute amount of emissions per unit power, it
also demands high inlet pressures and temperatures that, in turn,
bring about faster formation of NOx, especially thermal NOx.
Lean premixed prevaporized �LPP� combustion is a promising
low-NOx concept for gas turbine combustion. Liquid fuel is in-
jected and, thereafter, breaks up, disperses, vaporizes, and mixes
with air. The spray jet in crossflow �JICF� is advantageous as a
fuel injection system since atomization offers the opportunity to
disintegrate the liquid fuel jet to fine droplets while the momen-
tum ratio, the injection angle, or swirl can be used to tailor various
mixture fraction profiles.

Several unsteady coherent structures in the turbulent flow field
of a JICF are reported: the counterrotating vortex pair �CVP�,
horseshoe vortices, wake vortices, and several vortices in the jet
shear layer �1,2�. Unsteady coherent structures may lead to forma-
tion of pockets with variable mixture fraction. Mixture fraction
variation may trigger combustion instability and may lead to the
formation of hot spots with excessive production of thermal NOx.
The unsteady coherent structures pose an inherent modeling dif-
ficulty because their frequencies lie in the inertial subrange of the
turbulence spectrum. Because of these coherent structures, large
eddy simulation �LES� is a suitable tool to investigate such flows.

Figures 1–3 are snapshots of the coherent vortices in the flow
field from various perspectives, visualized with the �2 method �3�.
The most dominant vortices constitute the unsteady counterrotat-
ing vortex pair �CVP�. The side view in Fig. 2 illustrates the
trajectory of the CVP, whereas the front view in Fig. 3 captures

that the CVP is a pair of vortices. The unsteady horseshoe vortices
are visible in Fig. 1. The two branches are convected downstream
from the injection point, close to the lower wall. Figure 2 visual-
izes the upright tornadolike wake vortices. Their formation is de-
bated in the literature, e.g., �1,2,4–6�. Streamline visualizations in
�2� suggest that the upright wake vortices form as lifted branches
of the horseshoe vortices. The �2-visualization in Fig. 1 supports
this view as the upright wake vortices connect the horseshoe vor-
tices and the CVP.

Single-phase JICF are the topic of numerous studies. Experi-
mental approaches include hot wire anemometry �1,5,7�, smoke
visualization �1�, dye visualization �5�, hydrogen bubble visualiza-
tion �6�, particle image velocimetry �PIV�, and laser-induced fluo-
rescence �LIF� �8,9�. Numerical simulations of the turbulent flow
field provide additional insight. Some are performed with
Reynolds-averaged Navier-Stokes �RANS�-based closures �10,11�
and, recently, with LES-based closures �2,12,13�. Alternatively,
potential flow fields are investigated in combination with vortex
methods �14�.

Multiphase JICF are not as well understood due to open ques-
tions associated with multiphase flow phenomena, especially
breakup of the liquid jet �15�. Modeling liquid-jet breakup is ad-
dressed in �16,17�. Turbulence is modeled in the RANS frame-
work in these studies. LES turbulence models are applied in �18�.
Analytic models for dispersion of spray JICF are developed in
�19�. Experimental techniques include shadowgraphy �15� and
phase Doppler anemometry �PDA� �20,21�.

Previous studies focus on spray penetration and trajectories,
liquid volume flux distributions, and droplet sizes. The influences
on some of these parameters are established for various momen-
tum flux ratios �20�; various liquids, nozzle sizes and crossflow
Mach numbers �15�; various pressures �21�; and various injection
angles �22�.

This study is concerned with a comparison between multiphase
and single-phase JICF. It is shown that in the downstream field,
the continuous phase flow fields correspond if the Stokes number
is small. If the Stokes number is larger, the momentum transfer to
the liquid phase is delayed and the droplets penetrate farther into
the main �cross�flow.
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The experimental setup and the flow conditions are described
first. Then governing equations and numerical methods are pre-
sented. The ability of the flow solver to predict a JICF flow field
accurately is demonstrated in a single-phase JICF case where the
computed results are compared to PIV data. Grid accuracy is es-
tablished for single and multiphase flow. Characteristic frequen-
cies of the flow field are implied to influence the time-dependent
mixture fraction. PDFs of velocity and mixture fraction are pre-
sented. Finally, the flow field is compared to a corresponding
spray JICF.

Case Description and Experimental Setup
The setup of the experiment is pictured in Fig. 4. The dimen-

sions of the channel are 0.1�0.1�5 m. Both jet and crossflow
are gravity driven from an upper tank with constant water level.
The flow rates are controlled independently and measured with
rotameters. A perforated plate at the channel entrance and a grid
one channel width downstream kill secondary motion and ensure
fast development of turbulent flow. The jet injection point lies
3.3 m from the entrance and 1.7 m from the exit. The ratio of the
channel width and the diameter of the round nozzle is 20. All
length scales are nondimensionalized with the nozzle diameter
�D=0.005 m�. The volume flow rate in the channel is set to 1 l / s,

which gives a bulk flow velocity of 0.1 m/s and a Reynolds num-
ber of 10,000. The velocity ratio Vjet /Vcrossflow is 5. The PIV cam-
era �LA Vision Flowmaster 3S� registers the vertical symmetry
plane of the channel, which is illuminated by a Nd:YAG PIV
Laser �Newave Research Gemini�. Errors of the measurements
stem from the errors introduced by the flowmeters, positioning of
the laser sheet, scaling of the camera, and minimal displacement
captured by the camera �23�. The overall error is estimated to
be �9%.

Governing Equations and Numerical Methods
The continuous phase is described in an Eulerian framework,

whereas a Lagrangian description is selected for the dispersed
phase. Two-way coupling between the phases is applied for mo-
mentum and mixture fraction transport.

Continuous Phase. The nondimensional continuity �Eq. �1��,
momentum �Eq. �2��, and mixture fraction �Eq. �3�� transport
equations for incompressible flow of Newtonian fluids with con-
stant diffusivities are described in Eulerian framework

�uj

�xj
= 0 �1�

�ui

�t
+ uj

�ui

�xj
= −

�p

�xi
+

1

Re

�2ui

�xj
2 + Ḟs,i �2�

Fig. 1 �2 vortex visualization †3‡ of the CVP, the horseshoe
vortices, and two upright tornadolike wake vortices, diagonal
view

Fig. 2 �2 vortex visualization †3‡ of the CVP and two tornado-
like wake vortices, side view

Fig. 3 �2 vortex visualization †3‡ of the CVP, front view

Fig. 4 Geometry „not to scale… with lines along which data is
extracted: 6DÈ0.03 m, 10DÈ0.05 m
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�t
+ uj

�Z

�xj
=

1

ReSc

�2Z

�xj�xj
+ Żs �3�

Ḟs,i, Żs are source terms for momentum and mixture fraction, re-
spectively. The source terms provide for the coupling from the
liquid phase to the gas phase. The mass source term is neglected.

A finite difference formulation is applied on a Cartesian, stag-
gered, stretched grid. The convective terms are discretized with a
fifth-order accurate weighted essentially non-oscillatory �WENO�
scheme �24�, the diffusive terms with a fourth-order central dif-
ference scheme. The flow solver uses an explicit third-order
Runge-Kutta scheme. Large-scale turbulence is resolved within
the LES framework. No explicit models for subgrid scale turbu-
lence and subgrid scale mixing are applied.

Dispersed Phase. The dispersed phase is described by a prob-
ability density function �PDF�, or the corresponding droplet dis-
tribution function f

f�x�d,v�d,rd,Td,y, ẏ�dx�dv�drdTdydẏ �4�

The droplet distribution function describes the number of droplets
per unit volume at a position between x�d and x�d+dx�d, which have
a velocity between v�d and v�d+dv�d, a temperature between Td and
Td+dTd, and a radius between rd and rd+drd with distortion pa-
rameters between y and y+dy and ẏ and ẏ+dẏ. As not all indi-
vidual droplets can be tracked due to excessive computational
load, droplets are represented by computational parcels, which
consist of a number of droplets with identical properties �stochas-
tic parcel method� �25�.

The nondimensional source terms for the continuous phase are
given by the rates of change of momentum and mass of all parcels

Ḟs,i = −
L

�gU2 � f�l�4

3
�rp

3
dvp,i

dt
+ 4�rp

2
drp

dt
vp,i�dv�drdTpdydẏ

�5�

Żs = −
L

�gU � f�l4�rp
2
drp

dt
dv�drdTdydẏ �6�

L and U are the crossflow length and velocity scales; �g and �l are
densities of gas and liquid phase, respectively. The parcel trajec-
tories are computed in a Lagrangian framework. The instanta-
neous parcel positions x�p are obtained by integration of the parcel
velocities v�p, which, in turn, are obtained from integration of the
parcel accelerations a�p,

v�p =
dx�p

dt
�7�

a�p =
dv�p

dt
�8�

The instantaneous parcel accelerations are given by Newton’s
second law, assuming the mass flux due to evaporation is uni-
formly distributed. All forces but aerodynamic drag are neglected.
For spherical droplets, Newton’s second law becomes

dv�p

dt
= −

3

8

�g

�l

1

rp
Cd�v�p − u�g��v�p − u�g� �9�

Cd is the drag coefficient. �v�p−u�g� is the relative speed, where v�p
and u�g are velocity vectors of the parcels and the gas, respectively.
Cd is modeled as

Cd = 	 24

Red
�1 +

1

6
Red

2/3� for Red � 1000

0.424 for Red � 1000

 �10�

The droplet Reynolds number Red is defined as

Red =
�v�p − u�g�2rp

�g
�11�

A time scale inherent to Eq. �9� is the momentum response time 	v
�26�

	v =
�l

�g

2rp
2

9�g
�12�

�g is the viscosity of the gaseous phase. The ratio of the momen-
tum response time scale and a typical flow time scale 	 f is the
Stokes number

St =
	v

	 f
�13�

The trajectories of droplets with St
1 are marginally affected by
the local flow conditions. In this case, the momentum exchange
between the phases is slow. Contrarily, droplets with St�1 re-
spond quickly and the droplets closely follow the fluid particles.
From this point of view, the continuous phase flow field of a
multiphase JICF may be comparable to the flow field of a single-
phase JICF, if only the Stokes number is small enough.

Evaporation. Evaporation is calculated considering single,
spherical, monocomponent droplets with homogeneous tempera-
ture and constant density �25�. It is assumed that no gas can be
solved in the droplets or condense. Species and energy balances
can be integrated over a control volume from the droplet surface
to a boundary far away, if the problem is reduced to Stephan
convection. The boundary conditions far away are given by the
continuous phase. The boundary conditions close to the surface
require two additional assumptions. First, the temperature is as-
sumed to be continuous over the interface. Second, the partial
pressure of fuel vapor is assumed to be equal to the vapor pressure
at the droplet temperature. Under this assumption, Raoult’s law is
used to find the boundary condition for the fuel mass fraction. The
fluxes are then corrected to include forced convection using the
empirical Ranz-Marshall correlation.

Droplet Breakup. The aerodynamic Weber number Wep is the
ratio of aerodynamic forces and surfaces tension forces � and is
therefore a characteristic parameter for droplet breakup

Wep =
�g�v�p − u�g�2rp

�
�14�

Depending on the values of droplet Weber and Reynolds numbers,
different regimes of droplet breakup can be delineated. In the
present breakup model, bag breakup and stripping breakup are
taken into account. While in the bag breakup regime droplets are
distorted and break up, in the stripping breakup regime small
droplets are sheared-off parent droplets. The two breakup regimes
are taken into account using a combination of the Taylor analogy
breakup model and the breakup model by Reitz �see �18��.

Droplet Collision. Droplet collisions control the spray propaga-
tion in dense regions where the collision time scales are smaller
than the momentum relaxation time scales. After two droplets
collide, they can shatter, bounce, or coalesce, depending on the
ratio of surface tension to excess inertia. In the present model,
coalescence and elastic bouncing are taken into account �25�.

Boundary Conditions. The channel has dimensions of
�x ,y ,z�= �2,2 ,12� length units. The transverse jet is injected at
�1,0,10� length units. At the upper and lower walls no-slip bound-
ary conditions are applied; in the lateral direction, periodic bound-
ary conditions are applied. The channel is divided into two parts.
The first half is six length units long and has periodic boundary
conditions in main flow direction. This first half of the channel is
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used to compute a fully developed channel flow as inflow bound-
ary condition for the second half of the channel. The outflow of
the second half of the channel has a flux conserving zero-gradient
boundary condition. The mixture fraction has a zero-gradient
boundary condition. In the case of single-phase flow, the inflow of
the jet has constant axial �flat� velocity profile. This profile is
represented in the LES context by filtering it with a Gaussian
function. In case of multiphase flow, the initial parcel position and
velocity are set as explained below. The droplets bounce elasti-
cally at the walls, have periodic conditions in lateral direction, and
are eliminated at the outlet.

Results

Comparison With Experiments for Single-Phase Flow. A
single-phase JICF computation is compared to PIV measurements
along vertical lines in the plane of symmetry. Figure 5 shows a
comparison of measured and computed mean profiles of the ver-
tical velocity �v component� along the jet nozzle axis. These pro-
files show the length of the potential core of the jet as is evident
from the sharp drop in jet velocity at about 3D. The radius of the
nozzle in the computation is set 10% larger than in the experi-
ment. This is necessary to obtain the same length for the potential
cores in experiments and computation. Experimental data are only
available up to 8D above the nozzle to ensure adequate spatial
resolution in the PIV experiments.

In Fig. 6, the mean streamwise velocity �w� profiles along the
same line as in Fig. 5 are presented. The high-speed region at the
outer part �top� of the jet, is evident at around 3–4D above the
nozzle. The low streamwise velocity region at around 5D is con-
sistent with the PIV measurements. It coincides with the region of
high jet-trajectory curvature where the momentum exchange be-
tween the jet, and the main flow is largest. Thereby, the main flow
is slowed down. Qualitatively, the high-speed and low-speed re-
gions are also found in LES of JICF with a velocity ratio of
3.3 �2�.

The computed vertical velocity profile along a vertical line at
z=6D downstream �line 2 in Fig. 4� of the nozzle is in good
qualitative agreement with the measurement but has too high dis-
sipation �see Fig. 7�. This is expected due to the length-scale ratio
of 20 between the channel height and the nozzle diameter: The
nozzle is not resolved enough for a more accurate near-field
computation.

The corresponding streamwise velocity profiles are presented in
Fig. 8. Although qualitative agreement is good, the local minimum
at 8D is too low. This means that the strength of the wake tends to
be overpredicted in the computations.

Grid Accuracy for Single and Multiphase Flow. The grid
accuracy is established for a case with velocity ratio
Vjet /Vcrossflow=0.8. The three grids have 1.9, 3.4, and 3.8 million
cells, corresponding to 64, 72, and 80 cells on the channel width.
Computed mean streamwise velocity profiles in the downstream
field for these three grids are compared in Fig. 9. The correspond-

Fig. 5 Mean vertical velocity profile along prolongation of the
nozzle axis

Fig. 6 Mean streamwise velocity profile along prolongation of
the nozzle axis

Fig. 7 Mean vertical velocity profile at z=6D

Fig. 8 Mean streamwise velocity profile at z=6D
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ing numerical accuracy for a multiphase flow case is shown in
Fig. 10. For both cases, the results lie within less than 10% for the
three grids, and within 5% for the two finest grids. For the finest
grid, y+�3.

Unsteady Coherent Structures. The unsteady CVP, horseshoe
vortices, and intermittent, upright, tornadolike wake vortices are
visualized with the �2 method �3� in Figs. 1–3.

Unsteady coherent structures can be identified in the frequency
spectra. Figures 11–13 show such spectra for a point in the cen-
terplane in the wake 10 dia downstream of the nozzle at a height
of 5 dia. A characteristic frequency of the present case is at a
Strouhal number of 1.3. This characteristic frequency appears in
the streamwise velocity �Fig. 12� and in the mixture fraction �Fig.
13�, and as a minor peak in the vertical velocity �Fig. 11�. This
suggests a correlation between characteristic frequencies in mix-
ture fraction and velocities. It is therefore likely that unsteady
coherent structures are a main cause for the appearance of fuel- or
air-rich pockets.

It is hard to simply characterize the different modes of the
unsteadiness, since lateral, longitudinal, and transverse modes are
present simultaneously, as is evident in flow animations. It does
not seem possible to clearly identify particular peaks in the spectra
with those modes as they all seem to have similar frequencies.

Figure 14 shows the PDF of the vertical velocity at the same
point as the frequency spectra. The PDF is skewed, which means
in this case that the right tail of the PDF extends longer than the

left tail. In RANS framework, PDFs are assumed to be character-
ized by the mean value and the standard deviation only, and
skewed PDFs or PDFs with bumps or plateaus cannot be pre-
dicted. The ability to predict skewed PDFs is an advantage of the
time-consuming LES computations. Furthermore, unsteady coher-
ent structures may be identified in PDFs as bumps, i.e., an in-

Fig. 9 Grid accuracy for the single-phase flow case

Fig. 10 Grid accuracy for the multiphase flow case

Fig. 11 Spectrum of the vertical velocity

Fig. 12 Spectrum of the streamwise velocity

Fig. 13 Spectrum of the mixture fraction
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creased probability density for a range of events to occur com-
pared to the neighboring events. In the PDFs of the present case,
there is a plateau in the streamwise velocity PDF between 0.9 and
1 �see Fig. 15�. As the fuel mass flow rate is constant over time, an
increased probability of fast streamwise velocities corresponds to
an increased probability of fuel-lean pockets. Such increased
probability can be observed in the PDF of the mixture fraction
plotted in Fig. 16 at a mixture fraction of around 0.04; the left tail
is significantly higher than the right tail.

Downstream-Field Comparison of Single and Multiphase
JICF. The ability to simulate �using LES� the near-field of a
single-phase JICF is demonstrated in previous sections. In this
section, a comparison of the single-phase and multiphase JICF, in
the downstream field, is conducted numerically. The near field of
a spray JICF is different from the single-phase JICF due to mul-
tiphase flow phenomena; the momentum is not injected into the
continuous phase right at the nozzle but is transferred from the
dispersed phase to the continuous phase along the droplet trajec-
tories while the droplets slow down. Since the droplets disperse
and follow individual, different trajectories, the momentum injec-
tion into the continuous phase has a volumetric distribution. How-
ever, in the downstream field, it is less important how the trans-
verse momentum is injected into the crossflow. Downstream, the

effects of the momentum of the injected droplets are small and,
hence, the final results are expected to resemble the single-phase
flow case.

The downstream-field comparison is done for identical mass
flow and momentum flow ratios for both the single-phase and
multiphase JICF. Because of the density ratio of 100 between the
liquid phase and the gas phase at elevated pressure, it is impos-
sible to have the same momentum and mass flux ratios as in the
single-phase JICF. However, momentum and mass flow ratios can
be retained. The mass flows of the crossflow and the jet are kept
as in the single-phase JICF. The channel flow bulk velocity is
therefore set to 10 m/s �100 times larger as before�. The velocity
ratio Vjet /Vcrossflow is 5, corresponding to the single-phase case.
This gives the liquid injection velocity of 50 m/s. Continuity re-
quires the nozzle radius to be one-tenth of the nozzle radius in the
single-phase case. The momentum flux ratio and the mass flux
ratio are therefore 100 times larger in the multiphase flow case
compared to the single-phase flow case while the momentum and
mass flow ratios are the same. The scaling difference due to the
nozzle diameter difference is thought to vanish in the downstream
field.

The crossflow medium is air at 600 K. This high temperature is
typical for gas turbine applications as it ensures the fast evapora-
tion of the fuel; in the downstream-field plane, most fuel is in
gaseous form. The fuel is octane at 298 K. The cone angle of the
injection nozzle is 15 deg. The surface tension is 0.022 N/m. The
droplets are polydisperse and are set to initially have a 2 distri-
bution. Three different Sauter mean diameters are investigated:
1 �m, 10 �m, and 100 �m, corresponding to Stokes numbers of
0.0006, 0.06, and 6, respectively.

Figures 17 and 18 compare the vertical and streamwise velocity
profiles of the single-phase flow case to multiphase flow cases in
the downstream field. The injection droplet sizes are varied as
mentioned above. The data are saved along a vertical line in the
centerplane 10 dia downstream for the single-phase flow case
�line 3 in Fig. 4�. As the diameter for the multiphase flow case is
ten times smaller, this location corresponds to 100 dia down-
stream in the multiphase flow case.

The single-phase JICF has the weakest CVP. Its trajectory is
flattest and the wake is most pronounced. The multiphase flow
cases have stronger CVPs. They follow higher trajectories and
produce weaker wakes. The strength of the wake is evident in Fig.
18 as the lowest local minimum. The streamwise velocity of the
single-phase case drops down to w�0.5 at y�0.7 whereas the
velocities in the multiphase cases drop to w�0.7–0.8 at y�1.
The strength of the CVP can be estimated from the maximum
vertical velocities between the CVP �see Fig. 17�. The single-
phase flow has an upward velocity of v�0.3, whereas the multi-

Fig. 14 PDF of the vertical velocity

Fig. 15 PDF of the streamwise velocity

Fig. 16 PDF of the mixture fraction
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phase flow cases have upward velocities of v�0.6–0.9. The mul-
tiphase cases induce a stronger CVP. The height of the CVP can
be defined as the y coordinate of the local maximum in the verti-
cal velocity profiles, for example. The CVP trajectory obtained
with this definition is plotted in Fig. 19. It is clear that all multi-
phase JICF cases have higher CVP trajectories than the single-
phase case. Moreover, the lower the Stokes number is, the more
the trajectory approaches trajectory of the single-phase flow case.

The multiphase flow differs from the single-phase flow in two
respects: �i� the lack of communication within the liquid phase
due to absence of diffusion and �ii� spatially smeared injection of
the transverse momentum. In the single-phase case, the momen-
tum is injected right at the nozzle. Contrarily, in the multiphase
flow case, the momentum is slowly injected into the continuous
phase while the droplets slow down. In the single-phase case, the
momentum is therefore subject to diffusion right from the nozzle,
whereas in the multiphase flow case, the momentum in the dis-
persed phase does not diffuse �aside from droplet collisions�. The
higher diffusion of the single-phase JICF causes the jet trajectory
to be flatter and the CVP to be less pronounced. The flatter jet
trajectory causes the wake to be more pronounced.

The rate of momentum transfer depends on the Stokes number
of the droplets. The Stokes number is proportional to the square of
the droplet diameter. Small droplets dispose of their excess mo-

mentum fast, whereas larger droplets slowly transfer their excess
momentum along their trajectory. This is more intuitively ex-
plained by the elephant effect, i.e., the decreasing area-to-mass
ratio with increasing size of the droplets: Aerodynamic forces
scale with the droplet area, whereas inertial forces scale with the
droplet volume. This means that smaller droplets have larger aero-
dynamic forces per unit mass, slow down faster, and therefore
transfer their excess momentum to the continuous phase faster.
Moreover, the faster response of small droplets to the turbulent
flow enhances their lateral dispersion. High lateral dispersion of
droplets has a similar effect on the strength and trajectory of the
CVP as diffusion: The CVP is weaker and has a flatter trajectory.

In a case with evaporation, the rate of momentum transfer also
depends on the ratio between the evaporation time and the mo-
mentum response time. The elephant effect is also evident in the
faster evaporation of small droplets �D2−law�. As small droplets
evaporate faster, they also transfer their momentum faster.

The case with the smallest droplets is closest to the single-phase
flow case due to all three points. Figures 17–19 show this; the
trajectory is flattest and the CVP weakest for the smallest droplets
�St�0.0006�. In this case, the momentum is injected closest to the
nozzle and the single-phase flow case is approached most.

Conclusions
For single-phase JICF, LES computations show the unsteady

CVP and horseshoe vortices, and intermittent upright tornadolike
wake vortices. The latter extend from the CVP to the horseshoe
vortices, which supports the view that wake vortices are lifted
branches of the horseshoe vortices.

The LES are in qualitative agreement with measured PIV data.
Unsteady coherent structures with Strouhal numbers of order 1.3
can enhance inhomogeneities in fuel-air mixing. Characteristic
frequencies found in the streamwise velocity correspond to fre-
quencies in the mixture fraction. The PDF of the vertical veloci-
ties at a point in the wake is skewed. A bump in the PDF of
streamwise velocity at fast velocities is postulated to be correlated
with a bump in the PDF of mixture fraction on the lean side;
peaks in streamwise velocities are associated with fuel-lean
pockets.

A multiphase JICF can be compared to a single-phase JICF in
the downstream field. The trajectory of a single-phase JICF is
found to be lower than the trajectory of a corresponding multi-
phase JICF. As a consequence, the wake is more pronounced. The
CVP is found to be weaker for the single-phase JICF. The two
cases are most similar if the injected droplets are small. Increasing
droplet sizes yield higher jet trajectories and more pronounced
CVPs.

Fig. 17 Downstream-field comparison of vertical velocity pro-
files between single-phase and multiphase flow with various
Stokes numbers

Fig. 18 Downstream-field comparison of streamwise velocity
profiles between single-phase and multiphase flow with vari-
ous Stokes numbers

Fig. 19 Comparison of CVP trajectories for single-phase and
multiphase flow with various Stokes numbers
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Gas Turbine Combustor Liner Life
Assessment Using a Combined
Fluid/Structural Approach
A life assessment was performed on a fighter jet engine annular combustor liner, using a
combined fluid/structural approach. Computational fluid dynamics analyses were per-
formed to obtain the thermal loading of the combustor liner and finite element analyses
were done to calculate the temperature and stress/strain distribution in the liner during
several operating conditions. A method was developed to analyze a complete flight with
limited computational effort. Finally, the creep and fatigue life for a measured flight were
calculated and the results were compared to field experience data. The absolute number
of cycles to crack initiation appeared hard to predict, but the location and direction of
cracking could be correlated well with field data. �DOI: 10.1115/1.2360603�

1 Introduction

To improve gas turbine efficiency the operating temperatures
have steadily increased. This makes greater demands on the struc-
tural integrity of the gas turbine components, especially the tur-
bine blades and vanes and the combustor liner. The ability to
perform a reliable life assessment is crucial for both gas turbine
component design and maintenance. Damage as is shown for a
combustor liner in Fig. 1 must be detected and repaired before it
gets problematic. Therefore, reliable determination of inspection
intervals is very important. To achieve this a vast amount of re-
search has been done on predicting the time dependent thermo-
mechanical loading of gas turbine components and performing life
assessments.

The majority of the work published so far is devoted to turbine
blades, since the high rotational speeds make these components
the most severely loaded gas turbine components. The scope of
the published work ranges from relatively simple engineering ap-
proaches �1,2� towards integrated multidisciplinary approaches
combining computational fluid dynamics �CFD� and finite ele-
ment �FE� codes to perform life assessments �3�. Surprisingly,
much less work has been done on assessing the life of combustor
liners.

The literature on combustors is mainly focused on fluid dynam-
ics and combustion process optimization aiming at reducing emis-
sions or optimizing the turbine inlet temperature profile �4–9�.
The amount of published work on the prediction of liner thermal
loading is very limited. Lai �10� did some work in this field and
used a computational fluid dynamics analysis to predict the loca-
tion of hot spots on a combustor liner. Also, the amount of publi-
cations on the coupling between the fluid and structural disci-
plines and on combustor life assessment is very limited. One of
the few contributions in this field is the paper by Kiewel �11� that
treats the life assessment of a ring combustor. In this work a
measured temperature distribution at a single operating condition
was used instead of a CFD calculated thermal loading history.

In the present work the integrated methods used for turbine
blades were extended towards combustor liners. Mainly two de-
velopments were made to achieve this. First, a connection was

established between several disciplines to be able to perform an
integrated life assessment. Second, a method was developed to
analyze a complete measured aircraft flight.

In the next section the different constituents of this multidisci-
plinary approach are described. Then Sec. 3 describes the method
developed to analyze a real flight. In Sec. 4 the results are pre-
sented and finally Sec. 5 contains the conclusions.

2 Multidisciplinary Approach
Based on the output of an engine performance simulation pro-

gram a CFD analysis was performed to simulate the combustion
process and to calculate the liner thermal loading. Then a finite
element analysis was used to predict the liner temperature and
stress distribution, which were used as input for a life assessment.
This section describes the details of the individual constituents of
this integrated approach and their interfaces.

The engine system performance simulation program GSP �12�
was used to calculate the input parameters for the CFD analyses.
Measured engine and flight data, like power setting, altitude, and
speed, were used to simulate a real flight. GSP provided gas tem-
peratures, pressures, and mass flows at combustor entry and exit,
which were used as boundary conditions in the CFD analyses.
Note that GSP is a zero-dimensional program, which means that
only cross-sectional averages at the various engine stations are
calculated for the gas properties. The loading of the combustor
liner is due to large temperature gradients in the metal, caused by
the combined action of the combustion process and the fluid dy-
namics of both the hot gas and the numerous cooling flows. It is
therefore inevitable to perform a detailed fluid dynamics analysis,
despite the associated computational effort.

The CFD model describes the behavior of the gas volume in-
side the combustor liner, whereas the FE model describes the
behavior of the structure �i.e., the liner� surrounding the gas. Since
the loading of the structure is governed by the thermal and fluid
dynamical behavior of the gas, it is very important that the geom-
etry of the CFD and FE models matches at the interface through
which they are coupled. Therefore, the models were constructed
from the same geometric model. This geometric model was con-
structed from technical drawings and handbooks, taking into ac-
count details like the location and dimension of dilution and boro-
scope holes. The combustor liner is shown in Fig. 2 and the
resulting CFD and FE models in Fig. 3.

As a result of the periodic flow field in the annular combustor,
only 1/16th section of the total combustor had to be modeled.
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This is indicated by the dotted line in Fig. 2. Only the distribution
of the boroscope holes is not periodic as these holes are not
present in all sections �only four�. Since the effect of the holes on
the flow behavior inside the liner was believed to be significant, a
boroscope hole was modeled in the 1/16th section �see Fig. 3�.

2.1 Computational Fluid Dynamics Model. A fluid-
dynamical analysis of the combustor was performed using the
commercial CFD code ANSYS CFX 5.7. This code uses an un-
structured solver, which facilitates the meshing of the relatively
difficult geometry of the combustor �see Fig. 3�. The geometry
was meshed with mainly triangular mesh elements. The total num-
ber of elements assembling the geometry is 1.4 million.

In this section, the models that were used in the CFD analysis
are described. Moreover, the translation step from the GSP data to
boundary conditions for the CFD model is treated.

2.1.1 Model Description. For all cases considered in this pa-
per, the flow in the combustor is turbulent. To predict the effects
of turbulence on flow, combustion and heat transfer, the standard
available k-epsilon turbulence model was used. At all inlet bound-
aries, a turbulence intensity of 10% of the mean inlet velocities
was assumed, corresponding to intense turbulence.

Combustion was accounted for by a single-step combustion
model which uses an effective Arrhenius law for the reaction rate.
The fuel was considered to be fully vaporized, i.e., no liquid phase
is included in the simulation. The aero gas turbine hydrocarbon
fuel JP10 was used, for which the Arrhenius constants were fitted
from a computational singular perturbation method based reduced
version of a detailed chemical reaction scheme �see De Jager et al.
�13� and the Appendix�. From laminar flame data the reaction rate
as a function of temperature is known. In order to establish the
activation energy constant in an Arrhenius-type relation for the
global conversion of JP10 into combustion products, a Gaussian
fit can be applied to this data. The Gaussian fit to the activation
energy and the pre-exponential factor is given by:

S� = 261 0e−�T−1938/358.2��kg/m3/s� �1�

These laminar fitted global rate constants are used in the turbu-
lent combustion calculation by use of a probability density func-
tion weighting over the mass fraction of fuel. This is represented
in Eq. �2�:

S̃� =� S�P�yf�dyf�kg/m3/s� �2�

In this compact combustor, turbulence intensity is not too high
in the combustion zone. For that reason and for simplicity the pair
distribution function for the fuel mass fraction is assumed to be a
delta function. This way Eq. �2� can be used directly in a simple
finite rate combustion simulation. This approach is used in many
flamelet based combustion models �14�.

The flame in the combustor is stabilized by a recirculation zone
of hot gases. This recirculation zone is the result of the swirling
inlet flow. The axial swirler vanes of the burner were not included
in the model. However, from the geometry of the actual axial
swirler vanes, a 45 deg angle between the tangential and axial
velocity was estimated. The swirlers of the burners in the annular
combustor are co-rotating, which justifies the use of periodic
boundary conditions at the radial planes bounding the model.

The influence of the combustor walls on the flow was modeled
with a wall function �14�. The walls itself were modeled as non-
adiabatic walls. At the cooling air side of the walls �outside the
computational domain�, a heat transfer coefficient was imposed.
This heat transfer coefficient was calculated from the Nusselt cor-
relation of Dittus-Boelter. The input for this correlation followed
from the geometry of the cooling passage and the total amount of
air flowing past the inner and outer liner �see Fig. 4�. These mass
flows were determined by an analysis of the air distribution over
the combustor, which is treated in the next section. The different
mass flows yielded different heat transfer coefficients for inner
and outer liner, ranging from 140 to 1400 W/m2 K, depending on
the engine operating condition considered. To obtain the heat flux
to the cooling air, the temperature of the cooling air was also
required, which was assumed to be constant. Since the residence
time of the air in the cooling passage is in the order of a few
milliseconds, the cooling air has only a small temperature increase

Fig. 1 Cracks in inner and outer liner of combustor

Fig. 2 Combustor liner with 1/16th section that is modeled
indicated by dotted line

Fig. 3 Geometry of CFD „left… and FE models „right…

Fig. 4 Inlets and outlet in CFD geometry
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while flowing past the liner.
Besides convective heat transfer, radiation was accounted for as

well. The fluid was considered optically transparent, implying that
only radiation from the fluid to the walls was included in the
analysis. Additionally, the radiative heat loss from the liner to the
casing was modeled. For this purpose, a constant temperature was
assumed for the casing: 100 K below the cooling air temperature.

2.1.2 Boundary Conditions. The GSP generated input data had
to be transformed to mass flows at each inlet of the CFD model.
These inlets comprise: the annular air swirler inlet of the burner,
seven film cooling inlets in the inner liner, eight film cooling
inlets in the outer liner, three pairs of dilution holes in the inner
liner, three pairs of dilution holes in the outer liner, and the boro-
scope hole in the outer liner �see Fig. 4�.

The pre-vaporized fuel was supplied at the center of the burner
mouth. The film cooling holes, with a 1.5 mm diameter, are lo-
cated in rows along the steps of the liner. For convenient model-
ing, the holes in each row were merged into a single slit-formed
inlet. The distribution of the air flow through the burner and
through the ensemble of the liner holes was determined by use of
Bernoulli’s law, assuming a global pressure difference over the
liner. Furthermore, the distribution of the air over each individual
air inlet hole was derived as proportional to the area of each inlet.
This approach was allowed as the flow is by approximation, prior
to combustion, isothermal, incompressible, and inviscous.

2.2 Finite Element Model. The finite element analysis was
performed using the commercial FE code MSC.Marc 2001. In the
geometry as shown in Fig. 3 a finite element mesh was created
with isoparametric eight-node hexagonal elements. Typically ten
elements were used in circumferential direction and two elements
across the liner wall thickness, resulting in a total number of
11,646 elements and 18,285 nodes.

The model was first used for a thermal analysis to calculate the
temperature distribution in the liner, using the CFD results as
input. Then a structural analysis was performed to calculate the
stress and strain distribution. The loads and boundary conditions
that were used in these analyses are described in the next
subsections.

2.2.1 Thermal Analysis. During the combustion process heat
is transferred from the flame to the liner walls by convection and
radiation. At the same time, cooling at the other side of the liner
causes heat transfer from the liner wall to the cooling gas. This
causes a temperature gradient across the wall thickness. These
processes have to be covered by the thermal analysis, using the
CFD results as input. This was done in the following manner �see
also Fig. 5�:

• Prescribing the CFD calculated wall adjacent gas tempera-
ture and heat transfer coefficient at the inner wall of the liner
�convective boundary condition, Qconv�

Qconv = h�Tgas − Twall� �3�
• Prescribing a radiative heat input at the inner wall using the

CFD calculated maximum gas temperature �Tmax� inside the
liner. The radiative heat input is defined as

Qrad = �SB�*�Tmax
4 − Twall

4 � �4�

where �SB is the Stefan-Boltzmann constant and �* is the
emissivity of the wall. For a metal surface the value of �* is
about 0.75. However, a ceramic thermal barrier coating
�TBC� was applied to the liner wall, reducing the emissivity
to 0.35 �15�.

• Prescribing a wall adjacent gas temperature equal to the
combustor inlet temperature and a heat transfer coefficient,
obtained from the Nusselt correlation of Dittus-Boelter, at
the outer wall of the liner �convective boundary condition,
Qconv�.

• Prescribing a radiative heat input at the outer wall using the
casing temperature as Tmax. It was assumed that the casing
temperature is 100 K below the cooling gas temperature due
to casing cooling from the outside.

Given these boundary conditions, the liner temperature distribu-
tion can be calculated.

Before the CFD calculated temperature field could be applied
as a boundary condition, it had to be transferred from the CFD
grid to the FE mesh. The pre-processing program MSC.Patran was
used to transform the spatial fields for the CFD calculated tem-
perature �T� and heat transfer coefficient �h� distribution to a con-
vective FE nodal boundary condition.

The temperature drop across the TBC in the current application
was approximated to be about 5 deg in a steady-state condition.
Since the effect is very limited, this aspect of the TBC was not
taken into account in the analysis. The effect of a reduced emis-
sivity has a larger influence on the thermal behavior and was
therefore included in the model as was described before.

2.2.2 Structural Analysis. Since only 1/16th part of the liner
was modeled, periodic boundary conditions were applied at the
edges of the model to account for the constraints applied by the
omitted part of the structure. Therefore, displacements in circum-
ferential direction were constrained at both end faces. Further-
more, the rigid body motion was constrained by fixing one point
of the model �on the lug near the attachment to the diffuser cas-
ing� in all three directions. Finally, at the downstream end, both
the inner and outer liner are fixed to the casing with metallic
guides. These guides are sliding in axial direction and also provide
some freedom to move in radial direction. Furthermore, the guides
are somewhat flexible, which means that after the offsets in radial
and axial direction have been reached due to deformation of the
liners, they are still not rigidly fixed in space. Since it was ex-
pected that the liner deformations would not exceed the offsets of
the guides, no boundary conditions were applied in this region.

The temperature distribution as calculated in the thermal analy-
sis was used as loading for the structural model. Due to differ-
ences in thermal expansion thermal stresses develop and the ma-
terial deforms elasto-plastically.

2.3 Life Assessment. Creep and low cycle fatigue �LCF� are
the two potential failure mechanisms for a combustor liner. For
both mechanisms a lifing method was defined, as will be de-
scribed in this section. Also, the interaction between the mecha-
nisms is discussed.

The creep strain accumulation was calculated during the FE
analysis. The creep strain rate depended on stress � �in Pa� and
temperature T �in K� in the following way

�̇cr = 3.48 · 10−20e4.02.10−8�e0.0211T �5�

FE analysis of one flight provides the creep strain accumulation
during that flight. However, analyzing the complete service life of
a combustor in this way is computationally not feasible. There-
fore, a method was defined to determine creep life based on a FE

Fig. 5 Schematic representation of heat flows in combustor
cross section
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calculation of limited duration ��t�.
The most straightforward method is extrapolation of the dam-

age after one flight �using the average creep rate� towards the
critical amount of creep damage, also known as Robinson’s rule
�16�:

tcr =
�cr,critical

�cr,�t
�t =

�cr,critical

�̇cr,aver

�6�

where �cr,critical is the creep strain that is associated with the end of
life.

However, it is well known that creep is not a linear process. The
first reason is the non-linear shape of the creep curve and the
second reason is the occurrence of stress relaxation. This makes
that the creep strain rate is initially very high but then decreases to
a constant value, as is illustrated in Fig. 6. If a FE creep analysis
is performed for one flight, only a small part of the creep curve is
covered and the constant creep rate is not reached. Extrapolation
with the average creep rate towards the critical creep strain then
yields a �very� conservative estimate of the creep life �see line 1 in
Fig. 6�. Therefore, the tangent creep rate at the end of the time
period ��̇cr,�t� was used for the extrapolation �line 2 in Fig. 6�,
which yields a less conservative life assessment:

tcr =
�cr,critical

�̇cr,�t

�7�

The value of �cr,critical is typically 2% creep strain. Note that this
value is lower than the creep strain at rupture. However, creep
rupture does not occur in this situation, since at creep strains of
2% other failure mechanisms, like coating spallation or grain
boundary oxidation, become active and are the life limiting
mechanisms.

For the low cycle fatigue �LCF� life analysis the cyclic loading
of the construction is required. The fatigue life of a component is
a combination of crack initiation and crack propagation. Normally
the initiation life is calculated with a Manson-Coffin-type model
and the crack propagation is predicted with a fracture mechanics-
type analysis. However, such a detailed crack analysis is beyond
the scope of this work and therefore a total life analysis is per-
formed, in which the LCF life is defined as the number of cycles
to a certain crack length. It is generally accepted that the initiation
of cracks is best correlated with the maximum shear strain,
whereas the propagation of cracks is governed by the maximum
principal strain component. Since the maximum principal strain
also provides information about the direction of crack propaga-
tion, this quantity was selected to calculate the LCF life distribu-
tion in the combustor. Further, for LCF conditions the load cycles
contain both elastic and plastic deformation, which means that the

LCF life is related to the total strain range ���tot=��el+��pl�.
The relation between total strain range ���tot in %� and LCF life
�NLCF� for the liner material Hastelloy-X was obtained from See-
ley et al. �17� and the functional relation used in the FE analysis is
given by

NLCF = � ��tot

21.253
�−2.36

�8�

which represents the 870°C curve.
Finally, it is possible to combine the creep and fatigue damage

to obtain the total creep and fatigue life of the combustor. How-
ever, it is very difficult to obtain the proper interaction between
the two failure mechanisms. The simplest method is to combine
the two mechanisms linearly, which is known as the Miner-
Robinson rule:

1

Ntot
=

1

NLCF
+

1

Ncr
�9�

3 Analysis of a Complete Flight
The integrated approach described in the previous section can

be used to analyze the liner loading and life consumption for a
single operating condition. However, a real flight is a sequence of
a large number of different operating conditions. Analyzing all
conditions separately is computationally not feasible. Therefore, a
method was developed to efficiently analyze a complete flight. In
this section the method is described and the accuracy is demon-
strated.

3.1 Method Description. The basic idea of the method is that
detailed CFD analyses were performed for a limited number of
characteristic conditions and that for any other condition thermal
input properties were obtained by interpolating between these
conditions. The time scale of the processes in the combustor fluid
domain �� milliseconds� is very different from the time scale of
the overall engine transients �� seconds�. The transient behavior
of the engine �e.g., fast or slow accelerations� is captured by GSP
and translated into time sequences of the quantities that character-
ize the combustion process �fuel and airflow�. Since the sampling
rate of these quantities is in the order of seconds, it is appropriate
to consider a transient mission analysis as a number of consecu-
tive quasi-steady-state CFD analyses. Therefore, there is no need
to do transient CFD analyses.

Appropriate quantities for interpolation, interpolation functions,
and characteristic conditions had to be defined. Therefore, a large
number of measured flights were analyzed with the gas turbine
simulation program GSP. Air inlet temperature �TT3� and fuel/air
ratio �Wf /Wair� proved to be the only two quantities required to
fully characterize the combustor operating condition. Also the op-
erating ranges of these parameters were established in this way,
resulting in the definition of five characteristic operating condi-
tions as indicated in Table 1. CFD analyses were performed for
these five conditions and the results were stored in a database.

Interpolation functions were selected for the quantities required
to define the boundary conditions in the FE analysis: wall adjacent
gas temperature, inside heat transfer coefficient, maximum gas
temperature, and outside heat transfer coefficient. GSP analyses
showed that the gas temperature rise in the combustor was almost
directly proportional to the fuel/air ratio, but the proportionality

Fig. 6 Creep strain extrapolation using the average strain rate
„1… and the tangent strain rate „2…

Table 1 Details of characteristic operating conditions

Condition 1 2 3 4 5

TT3�K� 750 380 1000 750 750
Wf /Wair

0.0257 0.0257 0.0257 0.0033 0.0118
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constant depended on the initial gas temperature value. Therefore,
the following linear interpolation function was adopted for the
wall adjacent gas temperature:

Tgas = bTT3 + a
Wf

Wair
⇔

Tgas

TT3
= b + a

Wf

WairTT3
�10�

The heat transfer coefficient is largely determined by the
amount of turbulence in the flow, which is strongly related to the
mass flow. Therefore, the following linear interpolation function
was adopted for the heat transfer coefficient:

h = c + dWair �11�
The interpolation functions for the maximum temperature in the

combustor �used for radiative heat input� and the outside heat
transfer coefficient were defined as

Tmax = 925 + TT3 + 22,946
Wf

Wair
�12�

houtside = 22.6 · Wair �13�

The parameters a, b, c and d in Eqs. �10� and �11� were deter-
mined for every node on the liner inner surface by fitting the
functions to the five result cases that were available in the data-
base of CFD results. This was done by using a least squares fitting
method. The parameters were stored in a file, which was used
during the transient FE analyses. The functions in Eqs. �12� and
�13� are valid for the entire combustor model and therefore do not
require fitting for all nodes.

The method to perform a transient analysis of a complete flight
is shown schematically in Fig. 7 and can be summarized as fol-
lows.

• A number of CFD analyses were performed for five charac-
teristic engine operating conditions that span the operating
range, see Table 1.

• The calculated wall adjacent temperature distribution and

heat transfer coefficient distribution for these conditions
were transformed to FE boundary conditions and stored in a
database.

• A recorded flight is analyzed with GSP as a transient analy-
sis. GSP calculates the time sequence of the input variables
TT3 and Wf /Wair.

• A transient thermal FE analysis is performed in which the
time-dependent boundary conditions are calculated by inter-
polating �for every node at the liner inner surface� between
the conditions in the CFD database, based on the given val-
ues of TT3 and fuel/air ratio.

• A transient structural FE analysis is performed in which the
calculated time-dependent temperature distribution is im-
posed as loading.

• A life assessment is performed based on the FE calculated
stress and temperature sequences.

3.2 Method Validation. In addition to the five CFD analyses
for the conditions given in Table 1, one extra CFD analysis was
performed to validate the interpolation method. The condition of
this analysis, referred to as condition 6, represents the engine de-
sign point characterized by TT3=817.6 K and Wf /Wair=0.0322.
This yields a fuel/air ratio of 0.0322 and a condition that is quite
different from any of the other conditions in Table 1.

The first validation was done by comparing the CFD calculated
Tgas and h with the interpolated Tgas and h. The result for every
node on the liner inner surface is shown in Fig. 8. This shows that
for the gas temperature the average of the complete set of points is
on the 1-to-1 line and the deviation from the calculated value is
typically less than 10%. For the heat transfer coefficient the cor-
relation is even better.

Another validation of the method is shown in Fig. 9, where the
calculated liner temperature distribution based on the CFD calcu-
lated and interpolated Tgas and h are compared. The distribution is
very similar and also the global temperature values are very com-
parable. Only at the hot spots the interpolated temperature was in

Fig. 7 Schematic representation of mission analysis method

Fig. 8 Comparison of CFD calculated and interpolated Tgas and h
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this case about 150° higher. This is a considerable deviation, but it
is only for a small number of local spots. That may imply that at
those spots the stresses relax quickly and that the effect on life
consumption is small. However, the exact influence of these tem-
perature deviations on life consumption was not determined. Fur-
thermore, the condition used for validation is a severe condition
which is quite different from the conditions used for interpolation.
Therefore, for other conditions that occur during a mission the
deviations may be smaller.

These two validation cases show that the method developed
reduced the computational effort for a mission analysis enor-
mously and still retained a very acceptable accuracy level. If a
higher accuracy is required, the number of CFD analyses can be
extended, which improves the interpolation method. However, the
consequence will be a more time-consuming and more costly
analysis.

4 Results
The integrated approach as described in Secs. 2 and 3 was used

to analyze a real flight and perform a combustor liner life assess-
ment. The variation of power lever angle �PLA� and flight altitude
for the selected flight are shown in Fig. 10. The analysis results
are shown in this section, starting with the flow properties pre-
dicted by the CFD analysis for a selected condition. Then the
predicted temperature and stress distribution are shown and the
results of the life assessment are presented. Finally, the results
were compared to the damage observed in practice to validate the
approach.

Fig. 9 Comparison of results based on real „left… and interpolated temperature distribution on outer liner

Fig. 10 Variation of power setting „PLA… and flight altitude dur-
ing analyzed mission

Fig. 11 Vector plot of the velocity field in a radial plane of the
combustor
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4.1 Flow Properties. Figure 11 shows a vector plot of the
flow field in a radial cross section of the burner for the first of the
characteristic operating conditions �condition 1, see Table 1�. As a
result of the swirling inlet flow, a recirculation zone is established,
providing flame stabilization. This recirculation zone is noticed by
reversing flow near the burner outlet. Additionally, since the cross
section is made in the plane of the boroscope hole, the effect of
the cooling air flowing through this hole is clearly seen.

A contour plot of the scaled temperature field at the same op-
erating condition is displayed in Fig. 12. The cooling air that is
introduced by the boroscope hole is clearly influencing the tem-
perature field. Moreover, due to the applied film cooling, the fluid
near the wall remains relatively cool. The maximum temperature
is found at approximately halfway the length of the combustor.

4.2 Thermal and Structural Results. The temperature distri-
bution in the liner walls at operating condition 6 is shown in Fig.
13�a�. This shows that the thermal loading of the liner is maxi-
mum at the downstream end of the inner liner. Figure 13�b� shows
the tangential stress distribution in the liner walls. As with the
temperature, the extreme values were found at the downstream
ends of inner and outer liner.

The time variation of temperature and stress during the com-
plete flight for the four locations indicated in Fig. 14 is shown in
Fig. 15. This shows that significant variations in temperature and
stress occur during the flight. For locations on the inside of the
liners, stresses were mainly compressive, whereas locations on the
outside were in a tensile stress state. However, the situation can be
completely opposite at fast transients, as is observed just after

2000 s. Also, the average stress level decreased during the flight,
which is caused by stress relaxation due to creep.

4.3 Life Assessment. The temperature and stress history were
used to perform a life assessment on the combustor liner. Both the
creep life and low cycle fatigue life were calculated applying the
methods described in Sec. 2.3. The calculated distribution of creep
and LCF life are shown in Fig. 16, indicating the critical locations
on the liners. This plot shows that the creep life is minimal at the
final louvers of both inner and outer liner with a minimum value
of only 4 h. This calculated life is much too low and is probably
a result of an overestimated temperature in the liner. Since the
creep mechanism is extremely sensitive to the temperature, a
small deviation in temperature leads to significant changes in
creep life. This problem in predicting the creep life is a result of
the lack of accuracy in the prediction of absolute values that will
be addressed in the next subsection.

The minimum calculated fatigue life is around 1900 flights at
some very small areas, mainly at the final louvers of the inner and
outer liner. The majority of the structure has a fatigue life well
above 10,000 flights.

4.4 Model Validation. To gain insight into predictive capa-
bility, the model had to be validated, especially because a large
number of assumptions and approximations were made in the
CFD, FE, and lifing analyses. Ideally, the model should have been
validated and tuned to experimental data after each step in the
sequence. For example, detailed information about the tempera-
ture distribution in the liner at a specific operating condition
would give the possibility to tune the values of the outside heat
transfer coefficients to obtain a good correlation with the available
data. However, experimental data to do so was not available. Ac-

Fig. 12 Contour plot of the temperature field in a radial plane
of the combustor at condition 1

Fig. 13 „a… Temperature „in °C… and „b… tangential stress „in Pa… distribution at operating condition 6

Fig. 14 Location of nodes used for plotting the temperature
and stress history
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tually, the only way to validate the model was to compare the
calculated life to the values observed in practice. This means that
in the very complex chain of CFD—FE thermal—FE structural—
life assessment analyses no intermediate check of the model was
possible. It is quite likely that some assumption somewhere in one
of the analyses leads to a deviation in results.

The results of the life assessment were compared to the damage
observed in practice as shown in Fig. 1. The location of the cracks
is expected to coincide with the location of lowest calculated fa-
tigue life. As can be seen in Fig. 16, the lowest fatigue life was
calculated at the final three louvers of the inner and outer liner.
Furthermore, the creep damage on the final three louvers of the
inner liner is significantly higher than on those of the outer liner.
Since creep is believed to enhance crack initiation, it may be
concluded that cracks will start to propagate at the final three
louvers of the inner liner. This correlates well with the observation
in practice that cracks occur at the inner liner on the 4th to 9th
louvers.

The direction of crack growth is related to the orientation of the
stress tensor in the material. In other words, cracks propagate
mainly in a direction perpendicular to the maximum principal
stress. Comparison of the different components of the calculated
stress distribution in the louvers showed that the circumferential
stress was the largest stress component and also best resembled
the max principal stress distribution, as is shown in Fig. 17. This
means that cracks will propagate in axial direction, as was ob-
served in practice.

Finally, the number of cycles or flights to produce a fatigue
crack could be checked. This showed that the order of magnitude
of the calculated life corresponded to the real life, but the absolute

prediction is not very accurate.
The only proper way to improve the predictive capability of the

model is validation of intermediate results with experimental data.
Although the prediction of absolute values for combustor life at
certain operating conditions is hard, the current method is very
appropriate to perform comparative life assessments. In that case,
a wrong assumption somewhere in the model has a similar effect
for every condition that is analyzed, which reduces the inaccuracy
of the comparison considerably. Examples of such analyses are
comparison of different mission types in terms of life consump-
tion or the effect of increased firing temperature �due to compres-
sor or turbine deterioration� on life consumption.

5 Conclusions
The following conclusions can be drawn from this work:

• The results of a CFD analysis were successfully linked to a
FE model, which gave the possibility of calculating the ther-
mal loading of the combustor for an arbitrary operating con-
dition.

• An efficient method was developed to analyze a complete
measured flight. A compromise between accuracy and com-
putational effort must be found for each application.

• Although the actual number of cycles to crack formation
could not be predicted accurately, the location of the cracks
and the direction of crack growth correlated well to the ob-
servations in practice.

• The developed models and tools can be applied to perform
comparative life assessment, e.g., for different mission
types.

Fig. 15 Temperature and tangential stress variation on liner during a mission for the locations shown in Fig. 14

Fig. 16 Creep life „in hours… and fatigue life „in number of flights… distribution in the liner
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Appendix: JP10 Jet Fuel Chemistry
JP10 is a hydrocarbon fuel that is used in aero gas turbines. The

molecule consists of 10 C atoms and 16 H atoms and its system-
atical name is Tricyclo�5.2.10�decane. Stoichiometric oxidation is
given by the reaction

C10H16 + 14O2 → 8H2O + 10CO2

Williams et al. �18–20� provided a mechanism for the oxidation
of JP10 that consists of 42 species and 201 reactions. The basis of
this mechanism is the San Diego Combustion mechanism. Added
to this mechanism is a mechanism for the combustion of JP10.
This addition consists of the breakup of the JP10 molecule into
smaller hydrocarbons like butadiene, etc.

Laminar premixed 1D flame calculations at atmospheric and

Fig. 17 Distribution of „a… circumferential and „b… max. principal stress on the final louvers of the inner liner

Fig. 18 The temperature and species profiles for a premixed flame at a pressure of 1 and 18 atm
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elevated pressure yielded insight into the chemical reactions that
dominate the oxidation behavior of JP10. The laminar flame cal-
culations were analyzed using the computation singular perturba-
tion �CSP� �21� technique, in order to select dominant species that
govern the conversion of JP10 into products. This CSP analysis
can give a global reaction rate as a function of the species in the
mechanism or temperature.

Laminar Flames. Insight into global rates can be obtained by
simulating a laminar premixed flame. In this report the results of a
stoichiometric flame at 1 and 18 atm are shown. Figure 18 shows
that the mechanism is behaving differently at atmospheric and

high pressure. The temperature profile of the laminar flame at
atmospheric pressure has a less steep descent than the temperature
profile at 18 atm. The concentration of intermediate species and
combustion products is not changing very much with the different
pressures.

CSP Reduction. CSP analysis was carried out using the results
from the laminar flame. A theoretical background of this method
can be found in papers by Mastorakos et al. �21,22�. This analysis
yields the species in Table 2 to be dominant in reaction rate de-
termination, if the mechanism is to be projected on one global
step. The global step that is constructed by CSP is given by the
following reaction:

CO2 → CO + O2

The results from CSP are similar to reduction of methane com-
bustion as is reported by Mastorakos et al. �22�. An explanation
for this is that both methane and JP10 are hydrocarbons and glo-

Table 2 Non-steady-state species

CO CO2 O2 H2O N2
AR

Fig. 19 Composed species concentration and source term „reaction rate…

Fig. 20 CSP source term „reaction rate… fitted with Gaussian function
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bally the same type of CH bond needs to be broken. Other types
of CH bonds are also present in the JP10 mechanism, but they do
not seem to affect the global step. The global step is not a physical
step, it can rather be seen as an overall reaction that yields from
element and mass conservation, but with virtual species.

Rate Fitting and Turbulent Simulations. Using the CSP
analysis it is possible to construct a global reaction rate that rep-
resents the overall oxidation process composed of steady state
relations. This composed reaction rate is accompanied by a com-
posed species � that represents the thermo-chemical state of the
mixture. In Fig. 19 this CSP analysis is projected on the laminar
flame results from the previous section. It is seen that for atmo-
spheric and high pressure there is a significant difference in the
concentration profile of �. At high pressure the composed species
behaves as a fuel molecule: a high initial concentration and during
ignition a high consumption rate of the composed species. The
shape of this profile is similar to the JP10 concentration profiles in
Fig. 18. For atmospheric pressure, the composed species concen-
tration profile is not showing much resemblance with a fuel
molecule.

For turbulent combustion simulations the composed species and
global rate can be used as a single step mechanism. This gives the
advantage that only one extra transport equation is needed. From
the laminar flame data at 18 atm the reaction rate as a function of
temperature is known. In order to establish an Arrhenius-like re-
lation for the global conversion of JP10 into combustion product,
a Gaussian fit can be applied to this data �see Fig. 20�. The Gauss-
ian function is given by

S� = 2610e−�T−1938/358.2� �kg/m3/s� �A1�

This fitted rate can be used in a simple finite rate combustion
simulation.

References
�1� Walls, D. P., and de Laneuville, R. E., 1997, “Damage Tolerance Based Life

Prediction in Gas Turbine Engine Blades Under Vibratory High Cycle Fa-
tigue,” ASME J. Eng. Gas Turbines Power, 119, pp. 143–146.

�2� Harrison, G. F., and Tranter, P. H., 1995, “Modelling of Thermomechanical
Fatigue in Aero Engine Turbine Blades,” Proceedings of the 81st Meeting of
the AGARD Structures and Materials Panel on Thermal Mechanical Fatigue of
Aircraft Engine Materials, Oct. 2–4, Banff, Canada, pp. 1–12.

�3� Tinga, T., Visser, W. P. J., de Wolf, W. B., and Broomhead, M. B. J., 2000,
“Integrated Life Analysis Tool for Gas Turbine Components,” ASME Paper
No. 2000-GT-646, NLR-TP-2000-049.

�4� Scott Crocker, D., Nickolaus, D., and Smith, C. E., 1998, “CFD Modeling of

a Gas Turbine Combustor From Compressor Exit to Turbine Inlet,” ASME
Paper No. 98-GT-184.

�5� Sivaramakrishna, G., Muthuveerappan, N., Venkataraman, S., and Sampathku-
maran, T. K., 2001, “CFD Modeling of the Aero Gas Turbine Combustor,”
ASME Paper No. 2001-GT-0063.

�6� Malecki, R. E., and Rhie, C. M., 2001, “Application of an Advanced CFD-
Based Analysis System to the PW6000 Combustor to Optimize Exit Tempera-
ture Distribution—Part I: Description and Validation of the Analysis Tool,”
ASME Paper No. 2001-GT-0062.

�7� McQuirk, J. J., and Spencer, A., 2000, “Coupled and Uncoupled CFD Predic-
tion of the Characteristics of Jets From Combustor Air Admission Ports,”
ASME Paper No. 2000-GT-125.

�8� Snyder, T. S., Stewart, J. F., Stoner, M. D., and McKinney, R. G., 2001,
“Application of an Advanced CFD-Based Analysis System to the PW6000
Combustor to Optimize Exit Temperature Distribution—Part II: Comparison
of Predictions to Full Annular Rig Test Data,” ASME Paper No. 2001-GT-
0064.

�9� Fuller, E. J., and Smith, C. E., 1993, “Integrated CFD Modeling of Gas Tur-
bine Combustor,” AIAA Paper No. 93–2196.

�10� Lai, M. K., 1997, “CFD Analysis of Liquid Spray Combustion in a Gas Tur-
bine Combustor,” ASME Paper No. 97-GT-309.

�11� Kiewel, H., Aktaa, J., and Munz, D., 2002, “Advances in the Inelastic Failure
Analysis of Combustor Structures,” in: High Intensity Combustors—Steady
Isobaric Combustion, Final Report of the Collaborative Research Centre, 167,
S. Wittig and O. Vohringer, eds., Wiley-VCH, Weinheim.

�12� Visser, W. P. J., and Broomhead, M. J., 2000, “GSP—A Generic Object-
Oriented Gas Turbine Simulation Environment,” ASME Paper No. 2000-GT-
002, NLR-TP-2000–267, www.gspteam.com.

�13� De Jager, B., Kok, J. B. W., and Van der Meer, Th. H., 2004, “Development of
Reduced Chemistry With CSP for Application in Turbulent n-Heptane flames,”
Proceedings of the European Congress on Computational Methods in Applied
Sciences and Engineering (ECCOMAS), P. Neittaanmäki, T. Rossi, K. Majava,
and O. Pironneau eds., W. Rodi, and P. Le Quéré assoc. eds., Jyväskylä, Fin-
land, July 24–28, pp. 1–13.

�14� Peters, N., 1998, “Laminar Flamelet Concepts in Turbulent Combustion,” Pro-
ceedings of the International Symposium on Combustion, Munich, pp. 1231–
1250.

�15� Wittig, S., and Vohringer, O., 2002, “High Intensity Combustors—Steady Iso-
baric Combustion,” Final Report of the Collaborative Research Centre, 167, S.
Wittig and O. Vohringer, eds., Wiley-VCH, Weinheim, pp. 1–463.

�16� Robinson, E. L., 1952, “Effect of Temperature Variation on the Long-Time
Rupture Strength of Steels,” Trans. ASME, 74�5�, pp. 777–781.

�17� Seeley, R. R., and Ishwar, V. R., 1999, “Fatigue in Modern Nickel-base Alloys
for Gas Turbine Applications,” Proc. Conf. Life Assessment of Hot Section Gas
Turbine Components, Oct. 5–7, Edinburgh, UK, pp. 61–82.

�18� Williams, F. A., 2003, Technical Report, http://maemail.ucsd.edu/combustion/
cermech/.

�19� Rupley, F. M., Kee, R. J., and Miller, J. A., 1989, “Chemkin II: A FORTRAN
Chemical Kinetics Package for the Analysis of Gas Phase Chemical Kinetics,”
Sandia Report No. SAND 89-8009.

�20� Varatharajan, B., Li, S. C., and Williams, F. A., 2001, “The Chemistry of JP10
Ignition,” AIAA J., 39�12�, pp. 2351–2356.

�21� Goussis, D. A., and Lam, S. H., 1994, “The CSP Method for Simplifying
Kinetics,” Int. J. Chem. Kinet., 26, pp. 461–486.

�22� Mastorakos, E., Massias, A., Diamantis, D., and Goussis, D. A., 1999, “An
Algorithm for the Construction of Global Reduced Mechanisms With CSP
Data,” Combust. Flame, 117, pp. 685–708.

Journal of Engineering for Gas Turbines and Power JANUARY 2007, Vol. 129 / 79

Downloaded 02 Jun 2010 to 171.66.16.106. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



A. Duncan Walker
e-mail: a.d.walker@lboro.ac.uk

Jon F. Carrotte

James J. McGuirk

Dept. of Aero. and Auto. Engineering,
Loughborough University Loughborough,

LE11 3TU, United Kingdom

Enhanced External Aerodynamic
Performance of a Generic
Combustor Using An Integrated
OGV/Prediffuser Design
Technique
In this paper we use experimental measurements to characterize the extent that improved
the external aerodynamic performance (reduced total pressure loss, increased flow qual-
ity) of a gas-turbine combustion system may be achieved by adopting an integrated
OGV/prediffuser technique. Two OGV/prediffuser combinations were tested. The first is a
datum design corresponding to a conventional design approach, where the OGV and
prediffuser are essentially designed in isolation. The second is an “integrated” design
where the OGV blade shape has been modified, following recommendations of earlier
CFD work (Final Report No. TT03R01, 2003), to produce a secondary flow/wake struc-
ture that allows the prediffuser to operate at a higher area ratio without boundary layer
separation. This is demonstrated to increase static pressure recovery and reduce dump
losses. Experimental measurements are presented on a fully annular rig. Several traverse
planes are used to gather five-hole probe data that allow the flow structure through the
OGV, at the inlet and exit of the prediffuser, and in the inner/outer annulus supply ducts
to be examined. Both overall performance measures (loss coefficients) and measures of
flow uniformity and quality are used to demonstrate that the integrated design is
superior. �DOI: 10.1115/1.2364008�

Introduction
Gas turbine combustion systems require careful design of their

external aerodynamic arrangements. These form the interface be-
tween the airflow supplied by the compression system and its
distribution over the various feed paths to combustor components
�fuel injector, dilution ports, cooling films�, or downstream turbine
components �e.g., Nozzle Guide Vane �NGV� cooling�. The air-
flow distribution has to be accomplished at minimum total pres-
sure loss to avoid associated Specific Fuel Consumption �SFC�
penalties. The optimum configuration/layout of combustor exter-
nal aerodynamics needs to be reviewed, since legislation for the
emission of pollutants from aerogas turbines is dictating a signifi-
cant change to the architecture of future combustor systems. Lean
combustion is essential for the achievement of the envisaged NOx
reduction targets. This requires excess air in the primary combus-
tion zone, leading to much larger air fractions than typical for
conventional �annular� combustors entering the forward part of
the flame tube. Hence, lean combustion impacts the airflow into
the combustion system in several ways:

• Lean fuel injection modules are significantly larger than tra-
ditional airspray counterparts, thus necessitating a deeper
flame tube. This will adversely affect the loss due to in-
creased turning within the dump region.

• If lean fuel injection modules are to be operated satisfacto-
rily, the airflow feed quality �e.g., uniformity of pressure
profile over the injector inlet area� may need to be controlled
much more closely than in traditional systems.

• Flow distribution within the combustor is significantly al-
tered because the majority of the compressor efflux now
passes directly through the injector, with only a small
amount of flow passing down the annuli.

• The cooling flow itself must be reduced in order to provide
sufficient air for lean combustion, requiring new cooling
technologies to be developed. The air feed to these new
cooling arrangements must be of appropriate quality, but is
often taken from the low total pressure air near the diffuser
walls, necessitating possible external aerodynamic changes.

Existing design rules for the external aerodynamic layout of
conventional combustion systems may not therefore be easily ex-
trapolated to lean low emission combustors.

This is particularly true for the prediffuser, which in a conven-
tional system is required to provide an exit profile with a radially
and circumferentially uniform distribution with maximum static
pressure recovery but minimum total pressure loss. For future
combustors, a nonuniform flow, varying for example circumferen-
tially with the location of the fuel injectors, may be appropriate.
Nevertheless, feed to the individual fuel injectors must still be of
high quality with low loss and uniform distribution in order to
ensure homogeneous mixing of the air and fuel. Further, the feed
annulus flows around the flame tube will be made up predomi-
nantly of prediffuser boundary layer flow, which, already of poor
quality, will have to turn and flow around a flame tube of increas-
ing depth. The aerodynamic quality of this air is also critical, since
the cooling systems must strive to maintain acceptable tempera-
tures, despite the reduced supply of cooling air.

Additionally, changes in combustor geometry and flow distri-
bution will affect the operation and performance of the prediffuser
itself. The circumferential variation in downstream blockage and
the likely desirable distribution of bulk pitch angle at exit will
undoubtedly result in different optimum configurations of predif-
fuser area ratio and geometry than has been typical to date. Thus,
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for lean module combustion to be successful, it is argued that it is
important that the design of the combustion system is a fully
integrated concept with each component being optimized to allow
the effect of, and the effect on, upstream and downstream compo-
nents to be considered. In this paper we present recent work car-
ried out to study how this may be achieved for the compressor
OGV/prediffuser interaction.

The prediffuser/dump diffuser design concept has become es-
tablished as the standard design philosophy over the last 20 years
�Klein �1��. It is well known, however, that the performance of
annular prediffusers is sensitive to the inlet conditions presented
to them �Stevens et al. �2�; Klein �3��. Similarly, the introduction
of load-bearing radial struts into the prediffuser can have benefi-
cial effects �swirl level reduction, more uniform and stable annu-
lus flow feed to flame tube features�, but also performance reduc-
ing effects �extra pressure loss and poorer feed quality to burners
in line with struts�, so that careful aerodynamic design is needed
�Barker et al. �4��. The importance of compressor exit conditions
�Outlet Guide Vane �OGV� wake structure and turbulence field�
on combustor annular diffuser performance has led to several
studies to capture the characteristics of the flow entering the
prediffuser in great detail �Zierer �5�, Carrotte et al. �6�, and Ma
and Jiang �7��. It is observed, for example, that diffusers in turbo-
machinery environments achieve a considerably higher pressure
recovery than with classical “clean” ducted flow inlet conditions
��1,5�� due to the increased turbulent mixing associated with com-
pressor exit flow fields. OGV exit flow structure is fairly complex,
with regions of relatively high loss located near the junction of
OGV blade suction surface and inner/outer casings, thin wakes,
and significant secondary flows �6�. This implies that diffuser per-
formance will only be maximized when the diffuser and turboma-
chinery are aerodynamically matched.

This has been comprehensively examined recently by Barker
and Carrotte ��8,9��. By examining diffusers of various area ratios
downstream of an engine representative OGV row behind a single
stage compressor, it was possible to determine that increases in
loss associated with OGV wake mixing in the diffuser adverse
pressure gradient field were mainly associated with the low energy
flow adjacent to the casings. The data also confirmed that the
diffuser pressure rise was enhanced by the OGV blade wake mix-
ing process, leading to pressure increase beyond that which the
casing wall boundary layer could sustain if simple axisymmetric
inlet conditions had been present. Finally, a detailed analysis of
the stream tube evolution within the diffuser indicated regions
where the secondary flow convected high energy flow toward the
diffuser endwalls, simultaneously removing low energy boundary
layer fluid. The fluid element streakline paths were predominantly
associated with the diffuser inlet conditions provided by the up-
stream OGV blade. These results confirmed that the secondary
flow field generated at the OGV exit is significant in controlling
endwall boundary layer growth and delaying flow separation in
the diffuser. This implies that a flow control approach to OGV/
prediffuser design could be adopted to optimize aerodynamic
matching and allow, for example, maximum prediffuser area ratio
to be achieved while retaining acceptable and stable flow quality
within the diffuser for interactions with components farther
downstream.

Diffuser/combustor flow interaction has been a longstanding
area of interest in CFD studies of combustor external aerodynam-
ics �Karki et al. �10�; Koutmos and McGuirk �11��. However,
emphasis to date has focused on an analysis of a prescribed
diffuser/combustor annulus geometry in terms of the resulting
pressure loss and quality of air feed to injector, flame tube ports,
etc. An alternative philosophy would be to use an optimization
approach to find, for example, the best OGV/prediffuser arrange-
ment that would lead to the overall best performance.

The idea of integrated consideration and optimization of com-
ponents in gas-turbine turbomachinery is receiving much attention
currently. Shahpar �12�, for example, has outlined the develop-

ment and application of a design system for automatic optimiza-
tion used within a Rolls Royce �SOPHY�, and has provided ex-
amples of industrial engine exhaust diffuser and bypass exhaust
nozzle optimization. Schlüter et al. �13� have recently proposed a
method for the simultaneous solution of a complete compressor/
combustor/turbine flow, also including both RANS and LES CFD
flow solvers. It is currently difficult to imagine such an approach
being used for optimization purposes since overall compute times
are long and optimization methods typically involve tens or hun-
dreds of CFD solutions. However, the optimization of strongly
coupled components such as the OGV row and downstream pre-
diffuser certainly merit further study. To this end, Barker et al.
�14�, as part of an EU project entitled “LOPOCOTEP” �LOw
POllutant COmbustor TEchnology Programme� conducted a de-
tailed experimental and computational study comparing the per-
formance of a conventional OGV/diffuser design �i.e., essentially
designed on an isolated component basis with the OGV design
ignoring the flow field within the diffuser, and vice versa�, with an
integrated optimized OGV design �IOGV� obtained from numeri-
cal predictions, which took account of the strong interaction be-
tween the components. This work demonstrated how the OGV
geometry could be modified �e.g., via blade lean, sweep, etc.� to
manipulate the secondary flow emerging from the OGV passage
such as to create beneficial effects in the diffuser flow and allow
increased area ratio and a gain in the overall system performance.
The experimental part of this work provided inlet condition data
�both mean and turbulence components� for CFD predictions of
the OGV row and prediffuser and also validation data to assess the
extent that the improved performance inferred by the CFD was
achieved in practice.

The success reported in �14� has directly led to the present
work. The experimental data gathered in �14� was restricted to the
OGV/prediffuser itself; it was not possible to conduct measure-
ments in the dump region or assess the overall system perfor-
mance in terms of pressure loss improvements to the annulus re-
gions surrounding the combustor. Accordingly, an experimental
program was set in place �as part of a further EU project entitled
“INTELLECT” �INTEgrated Lean Low Emission CombusTor��.
This allowed a complete dataset to be gathered, for the same
compressor rotor and dump region geometry, both for a conven-
tional OGV/prediffuser design �referred to here as the “Datum”
design� and for the optimized integrated OGV/prediffuser design
recommended by �14� �referred to here as the “LOPOCOTEP”
design�. Detailed flow structure measurements from the rotor exit
through to inner and outer annulus ducts surrounding a generic
combustor flame tube were undertaken. This enabled OGV perfor-
mance, prediffuser performance, and dump performance all to be
assessed. The advantage of using a fairly simple and generic flame
tube shape and providing measurements from rotor inlet through
to annulus ducts means that the dataset is suitable for the valida-
tion of computational methods that capture both turbomachinery
stage and combustor flow processes, such as reported in �13�. The
dataset also allows a full and comprehensive assessment of the
advantages of adopting an integrated approach for combustor ex-
ternal aerodynamics.

Experimental Facility and Instrumentation

Experimental Facility. All experimental data were obtained on
a low speed isothermal test facility operating at nominally atmo-
spheric conditions �Figs. 1 and 2�. Air is drawn into a large inlet
plenum above the vertically mounted facility, before passing
through an inlet flare and honeycomb flow straightener. The air is
then accelerated over a bell-mouth intake section prior to passing
into the test section that comprises a single stage axial compressor
with Inlet Guide Vanes �IGVs�, an OGV/prediffuser assembly, and
a downstream generic combustion system �Fig. 3�. The mean ra-
dius of the IGV, rotor, and OGV rows is 375 mm with a passage
height of 36.6 mm �hinlet�. The IGV row consists of 80 vanes
preceding a rotor operated at a fixed nondimensional mass flow
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condition �ṁ��RT� /AP� and speed �N�D / ���RT�� correspond-
ing to a flow coefficient �Va /U� of �=0.403 and a mass flow of
approximately 4 kg s−1. This results in an axial velocity through

the blade rows of approximately 40 m/s �Mach No. 0.12� and an
OGV Reynolds number of approximately 1.6�105. The OGV is
presented with approximately 450 of swirl by the rotor. After the
flow passes through the OGV/prediffuser assembly its distribution
to the feed annuli and combustor cowl ports �simulated fuel injec-
tor flow� is controlled by a system of downstream throttles, while
a further throttle within the exhaust system ensures that the com-
pressor is maintained on the desired operating point.

OGV/Prediffuser Geometries.

Datum OGV/Prediffuser. The OGV row for this configuration
consists of 160 vanes �note this is 2 per IGV� each of 39 mm
chord, with a thickness to chord ratio of 6% and a constant blade
section from hub to tip; in addition, the blade section was 2D, i.e.,
at any radius it was positioned in the same axial and circumfer-
ential location along the whole span. The prediffuser is a simple
design having an area ratio of 1.6 and a nondimensional length
�L /hinlet� of 2.23. Although designed using conventional design
rules, if considered in isolation from the OGV row and down-
stream combustor, the datum prediffuser has a slightly larger area
ratio than would be recommended using the design criteria as
described in Howard et al. �15�, whose experiments were con-
ducted with axisymmetric thin boundary layers at the annular dif-
fuser inlet. According to Howard et al. �15�, for a nondimensional
length of 2.23, the stall line corresponds to an area ratio of 1.58.
However, Barker et al. �14� demonstrated that downstream of a
single stage axial compressor the datum prediffuser, in fact, re-
mains within a stable flow regime, which highlights the impor-
tance of diffuser inlet conditions.

Integrated (LOPOCOTEP) OGV/Prediffuser. The OGV row for
this configuration also contains 160 vanes, however, as recom-
mended in �14�, OGV blade geometry changes were introduced.
Based on the same chord and basic blade profile as the Datum
vane and using computational techniques, Barker et al. �14� manu-
ally optimized the blade by moving �at each radial position across
the span� the section axially �sweep� or circumferentially �lean�

Fig. 1 Experimental facility—Test cell schematic

Fig. 2 Experimental facility—Test section photograph

Fig. 3 Test section showing traverse plane locations
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relative to the hub location. This changes the aerodynamic loading
along the span. In addition, a small change to the trailing edge
camber of some sections was introduced to reduce the residual
swirl level at exit from the OGV row. The resultant spanwise
velocity components were observed to help reduce blade loading
toward the hub and the tip and encourage higher momentum fluid
transport toward the walls, thus off-loading the end wall boundary
layers at the prediffuser inlet. Hence, although still a simple de-
sign, the LOPOCOTEP Integrated OGV/prediffuser was able to
perform satisfactorily at an overall area ratio of 1.8. At the same
nondimensional length of 2.23, this should undoubtedly have re-
sulted in separation according to Howard et al. �15�. Figure 4
illustrates the geometry differences between the two designs in
illustrative format and also contrasts the diffuser area ratios. Fig-
ure 5 plots the two diffusers on a nondimensional length/area ratio
chart, showing the stall line implied by the Howard et al. �15�
data. As already mentioned, even the Datum prediffuser operates
satisfactorily, even though it is just above the “clean” inlet stall
line, and the prediffuser for the LOPOCOTEP IOGV design is
well above this stall line.

Generic Flame Tube Geometry. The flame tube geometry
downstream of the prediffuser exit has been intentionally made
simple for the present tests. While still presenting a realistic level
of blockage, the combustor has been simplified such that it con-
tains a typical dump region geometry, a fully annular flame tube
of appropriate radial depth and inner/outer annulus flow heights,
but a clean outer surface with no attempts made to include dilu-
tion ports or cooling film features. The only porosity in the flame
tube is a series of 20 round holes to represent the path of air
passing into the fuel injector �no burner arm or other features are
used; see Fig. 6�. Lean flow combustors often do not feature air

admission ports in the annuli and are also likely to incorporate
new cooling technologies. Hence removal/omission of these fea-
tures seems logical at this stage. Figure 6 shows a close-up of the
flame tube and dump region. The nondimensional distance from
the OGV exit to the flame tube was maintained at 3.63 hinlet. The
20 round holes in the cowl have an effective area �radius
�20 mm�, which allows in the present tests approximately 30%
of the prediffuser efflux to enter the cowl. Here 30% is typical of
conventional combustors for fuel injector plus head cooling mass
flow, rather than the much higher cowl mass flow of lean burn fuel
injector designs. The intention here is, in this first step, to inves-
tigate the benefits of the IOGV approach for a conventional sys-
tem and then, in future measurements, to quantify the perfor-
mance benefits for a higher cowl mass flow system. This step-by-
step approach was necessary since the optimum IOGV design will
certainly be influenced by the cowl mass flow and the LOPO-
COTEP design adopted here was determined using 30% cowl
flow. The remaining mass flow is evenly split between inner and
outer annuli.

Instrumentation. The aerodynamic performance of each sys-
tem was assessed using suitably calibrated miniature five-hole

Fig. 4 Datum „top…, integrated „middle… geometries, and cross-
section comparison „bottom…

Fig. 5 Datum and integrated geometries on diffuser chart

Fig. 6 Flame tube configuration and mass flow split
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probes of overall diameter 1.5 mm, as described by Wray and
Carrotte �16�. The probes were employed in the non-nulled mode
to determine the local flow vector and total and static pressures.
As indicated in Fig. 3, five-hole probe area traverses were con-
ducted at rig inlet �X1�, rotor exit �X2�, OGV exit �X3�, predif-
fuser exit �X4�, and within the inner �XI5� and outer �XO5� feed
annuli. The number of measurement points per area traverse plane
was 820 �41 circumferential x 20 radial�. Pressures were recorded
using Furness FCO44 pressure transducers and corrected to ICAO
standard day conditions �i.e., 101325 Pa and 288.15 K�. The
probes were traversed in the radial direction using a stepper motor
powered linear guide attached to the external casings of the test
section. Circumferential traversing was achieved by either rotation
of the casing about the test section or rotation of the IGV, OGV,
and flame tube using a dc motor. Operation of the test rig, posi-
tioning of the instrumentation, and digitization of all pressure sig-
nals was PC controlled. Further details of the mechanical arrange-
ments of the rig and traversing systems are fully described in �16�.

Data Reduction and Errors. The overall aerodynamic perfor-
mance was quantified in terms of total pressure loss and static
pressure recovery coefficients derived from the five-hole probe
area traverse data. Thus, at any measurement plane the air mass
flow rate and local bulk average velocity are defined as:

ṁ =� �U dA = �ŪA

For the experiments described here, the resulting mass flow bal-
ance on area traverse planes was generally within ±1% of the
measured total air mass flow entering the test facility �measured
via a single five-hole probe traverse at inlet to the IGV row �X1��.
Spatially averaged values of total and static pressure at each plane
were derived using the mass-weighted technique described by
Klein �15�:

P̃ =
1

ṁ
� P dṁ =

1

�ŪA
� P�U dA

P̃ = p̃ + �
1

2
�Ū2, � =

1

A � �U

Ū
	3

dA

�A−B =
P̃A − P̃B

P̃A − p̃A

, CpA−B =
p̃B − p̃A

P̃A − p̃A

For spatially non-uniform incompressible flow which is in a pre-
dominantly axial direction it follows that:

Where the kinetic energy flux coefficient, �, represents the ratio
of the mass weighted mean kinetic energy of the non-uniform
flow to that of a uniform flow through the same passage area with
the same mass flow rate. Changes in the spatially averaged pres-
sures between measurement planes A and B are expressed in terms
of the mass-weighted total pressure loss ��� and static pressure
rise �Cp� coefficients as follows:

The mass-weighted total pressures derived at each of the
traverse planes shown in Fig. 3 were repeatable to within ±1 mm
H2O, a variation that amounts to less than ±0.5% of the dynamic
pressure recorded at OGV exit. Thus, the repeatability of the de-
rived total pressure loss and static pressure rise coefficients relat-
ing to overall performance was better than ±0.005 of the values
presented here.

RESULTS AND DISCUSSION

Preliminary Rig Commissioning Measurements. As men-
tioned previously, the present measurements, conducted as part of
the INTELLECT project, are following on from an earlier study
conducted during the LOPOCOTEP project. In between these
studies the experimental facility has been considerably modified;

it was considered wise therefore to conduct a preliminary rig re-
commissioning test to make sure earlier data could be reproduced.
With the inlet section �IGVs and rotor�, compressor OGV/pre-
diffuser assembly, and operating conditions in common, it was
important to ensure that the flow field, particularly the boundary
layer growth at the rotor inlet and exit, were consistent with pre-
vious work. Figure 7 illustrates a single radial traverse for mean
axial velocity taken at rotor inlet �X1� and shows excellent agree-
ment between previous and current builds for both Datum and
IOGV configurations studied in the present investigation. It is
clear that the effects of geometry modifications downstream have
not penetrated upstream past the rotor. The inlet flow to the rotor
is maintained as one with small boundary layer growth on the
inner �12% h� and outer �16% h� casing walls, with a flat core.
At the rotor exit �X2� the measurement sector corresponds to one
OGV space and circumferentially averaged profiles of axial veloc-
ity and total pressure �Fig. 8� again show good agreement with
previous data. The data shown are for the IOGV geometry only,
but it is important to note that, within experimental error, results at
X2 are comparable between Datum and IOGV designs. In other
words the changes to the OGV and prediffuser geometry have also
not influenced the static pressure field at rotor exit, which might

Fig. 7 Axial velocity profile at rotor inlet „X1…

Fig. 8 Axial velocity and total pressure profiles „IOGV… at rotor
exit „X2…
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have led to a change in the work profile along the span of the
rotor. Any interaction effects between the rotor and the different
OGV/prediffuser systems have been minimized. It can be seen
that at the rotor trailing edge the boundary layer growth is now
�25% of passage height and there is clear evidence of the work
profile of the rotor and of a rotor tip vortex loss process in the
total pressure profile.

OGV Exit (X3). The above data were considered adequate
proof that the test facility had been successfully recommissioned.
Attention was now turned to measurements that quantified both
aerodynamic performance and allowed a comparison between Da-
tum and IOGV designs. The first plane to be studied was OGV
exit �X3�. Axial velocity contours and secondary velocity vectors
at station X3 are presented in Fig. 9, plotted over a two OGV
measurement sector for both OGV/prediffuser configurations. The
secondary velocity vectors plotted in Fig. 9 and elsewhere later
represent simply the local ratio of radial to circumferential veloc-
ity components. A 2-OGV passage sector was chosen as the ratio
of IGVs to OGVs could still be identified in neighboring OGV
wakes at X3; see Fig. 9. For the Datum blade the wakes are
relatively thin and contain two regions of low momentum near the
hub and at two-thirds blade height, the latter associated with the
rotor tip vortex. The secondary flow pattern of the Datum blade
shows a small amount of residual swirl remains, with the radial
flow being predominantly inward. The blade geometry of the
IOGV design has clearly manipulated the wake structure in the
vicinity of the endwalls. The secondary flow is directed by the
blade toward each end wall and has already at X3 had the effect of
energizing the endwall boundary layers; the wakes are, however,
noticeably thicker near midpassage height. Table 1 summarizes
the performance parameters for the OGV row; the IOGV design
incurs a slightly higher loss as it is performing more work by
imparting an increased radial component on the flow, and has
thicker wakes.

Prediffuser Exit (X4). Velocity contours and secondary flow
vectors at the prediffuser exit �X4� for the Datum and IOGV de-
signs are presented next. Sector data were again initially collected
over 2 OGV passages, to capture the IGV/OGV interaction men-
tioned previously, which can still be identified at the prediffuser
exit �see Fig. 10 for the Datum geometry�. In future experiments,

when the injector mass flow will be increased, the prediffuser exit
flow field may exhibit stronger evidence of the circumferential
variation in downstream blockage. Under these circumstances it
will be necessary to conduct measurements over a complete injec-
tor sector �eight OGV passages� in order to capture the circumfer-
entially repeating pattern. To examine the acceptability of main-
taining the number of measurement points at 820, an area traverse
over an 8 OGV sector was conducted, and this is also shown in
Fig. 10. It can be seen that the essential flow features at the pred-
iffuser exit are still captured well by the lower spatial resolution of
the complete injector sector, and hence this sector size was used in
all further measurements. The prediffuser exit comparison in Fig.
11 demonstrates the differences in the development of the OGV
wake structure and secondary flow field caused by the IOGV de-
sign. This design produces thinner high velocity zones, and a
more endwall directed secondary flow with lower levels of re-
sidual swirl. As a consequence, the inner endwall boundary layer,
in particular, is in better condition, even though the area ratio is
12.5% larger. This overall effect at the prediffuser exit is more
apparent in the circumferentially averaged profiles shown in Fig.
12. Circumferential averaging was conducted by averaging data
over all measured points at the same radius across either an OGV
blade sector or a combustor sector. The averaging was done on an
area basis for velocity and pitch angle, but a mass-weighted basis
for pressure �pitch angle was defined locally via the ratio of radial
to axial components and then area-weighted circumferentially av-
eraged�. For the Datum design the axial velocity profile is char-
acterized by relatively thick boundary layers ��20% of the pre-
diffuser exit height� and a noticeable peak at approximately mid-
passage height. Although this type of profile may feed the injector
satisfactorily, the feed to the annuli will be comprised of the poor
quality boundary layer flow that will, in turn, compromise the
quality of the air delivered to the annuli. For the IOGV design, not
only is the flow fully attached for a loading that would tradition-
ally separate, but a high proportion of the flow has migrated out-
board, resulting in much thinner and healthier boundary layers
�now only approximately 10% of the prediffuser exit height�. In
addition, the flow pitch angles near the endwalls have increased
by 30%, so that the flow is already starting to turn more toward

Fig. 9 OGV exit „X3… axial velocity contours and secondary
flow vectors: Datum „left…; IOGV „right…

Table 1 OGV pressure loss and Cp coefficients

Geometry �X2-X3 CpX2-X3

Datum 0.12 0.38
IOGV 0.14 0.38

Fig. 10 Axial velocity contours and secondary flow vectors at
pre-diffuser exit „X4… datum design 2 OGV sector „left…; 8 OGV
sector „right…

Fig. 11 Axial velocity contours and secondary flow vectors at
prediffuser exit „X4… datum design „left…; integrated design
„right…

Journal of Engineering for Gas Turbines and Power JANUARY 2007, Vol. 129 / 85

Downloaded 02 Jun 2010 to 171.66.16.106. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



the feed annulus at the diffuser exit. This and the lower bulk
average velocity due to the higher area ratio of the IOGV predif-
fuser all contribute positively to reducing dump and turning losses
in the downstream region.

In terms of performance at the prediffuser exit, Table 2 presents
the mass-weighted total pressure loss and static pressure recovery
coefficients. These are quoted with respect to both rotor exit �X2�
and OGV exit �X3�, allowing a comparison of the combined
OGV/prediffuser performance or just the prediffuser in isolation.
In both cases the IOGV design incurs a higher overall loss that the
Datum. However, the majority of the additional loss occurs within
the blade row, with the prediffuser itself incurring only a small
rise in loss due to increased secondary flow mixing. Further, Table
2 shows that with its increased prediffuser area ratio the IOGV
prediffuser is able to produce a notable increase ��18% � in static
pressure recovery. This, in conjunction with an enhanced exit pro-
file, means that this design should result in improved flow distri-
bution and lower losses in the downstream combustor.

Inner (XI5) and Outer (XO5) Annuli. The final aerodynamic
aspect examined in this study was the feed quality to the annuli
and whether the enhanced prediffuser exit profile and static pres-
sure recovery coefficient of the IOGV design provided any overall
system benefit. The interest in placing emphasis on these aspects
is that improved annulus feed quality and reduced system loss are
likely to be a prime concern of the deeper flame tube designs
implied by lean module injectors.

Differences in the annulus flow fields are best revealed by an
examination of circumferentially averaged profiles �Fig. 13�. The
axial velocity profiles are essentially the same for both designs;
however, Fig. 13 shows that the pitch and yaw angles of the flow
in both inner and outer annuli are different. This is not unexpected
as, with reference to Fig. 11, the near endwall flow at prediffuser
exit differs noticeably between the two designs, and it is this flow
that passes into the annuli. The stream tubes feeding the annuli
undergo diffusion between prediffuser exit and annulus entry,
which will have a tendency to amplify the differences. Addition-
ally, the fact that the flow is moving to a different radius means
that the conservation of angular momentum will cause any swirl
present at the prediffuser exit to increase in the inner annulus and
decrease in the outer. Figure 13 shows that both pitch and yaw

angles are reduced in the IOGV design, particularly the latter in
the inner annulus, hence improving feed quality to any flame tube
features. The final system performance data are presented in
Tables 3 and 4.

It is clearly demonstrated that, considering the overall flow path
from rotor to annulus flow, the loss to both annuli is significantly
reduced. For example, with respect to the OGV exit �X3� the loss
coefficient is reduced by 37% and 50% to the inner and outer feed
annuli, respectively. Even taking the increased OGV blade loss
into account, the system loss �X2-X5� has been reduced by 10%
�inner� and 20% �outer�, and the two annuli regions are much
better balanced. The change in loss for the combined OGV �
prediffuser � dump system through to the feed annuli clearly
illustrates the benefits to the whole system of the integrated ap-
proach, even just one that considers only the OGV/prediffuser
assembly. It is worth noting that the effect on the isolated OGV

Fig. 12 Axial velocity and pitch angle profiles at X4

Table 2 Pressure loss � and pressure recovery Cp

Geometry �X2-X4 �X3-X4 CpX2-X4 CpX3−X4

Datum 0.15 0.055 0.66 0.55
IOGV 0.18 0.062 0.69 0.65

Fig. 13 Circumferentially averaged pitch and yaw angles in
annuli: inner „XI5… top; outer „XO5… bottom

Table 3 Inner Annulus Coefficients: � and Cp

Geometry �X2-XI5 �X3-XI5 CpX2-XI5 CpX3-XI5

Datum 0.246 0.252 0.678 0.593
IOGV 0.224 0.159 0.713 0.708

Table 4 Outer annulus coefficients: � and Cp

Geometry �X2-XO5 �X3-XO5 CpX2-XO5 CpX3-XO5

Datum 0.277 0.317 0.654 0.544
IOGV 0.221 0.152 0.791 0.722
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performance of the lean/sweep blade changes means that such
modifications would probably not be considered within a conven-
tional design approach, since these lead to increased loss across
the OGV, with the potential benefits to the downstream flow not
being considered during the OGV design process. However, in an
integrated approach, it is the overall performance that is consid-
ered, and in this case, the experimental data show that the in-
creased OGV loss is acceptable because the overall loss �from
OGV inlet to combustor feed annuli� has been reduced.

Summary and Conclusions
The present paper has focused attention on the possibility of

improving the performance of one particular component of com-
bustor external aerodynamics, namely the prediffuser/dump dif-
fuser combination, by adopting an integrated OGV/diffuser design
approach. While various other diffuser alternatives have been sug-
gested in the past �e.g., a fully faired system �17� or a hybrid bled
diffuser system �18��, emphasis has been placed here on improv-
ing the prediffuser/dump diffuser concept. A fully faired system
offers the potential for a significant reduction in loss, but this is
acknowledged to be at the expense of system stability. Bled dif-
fusers offer the potential for operation at higher area ratios within
a given overall axial length, but their use is limited by the in-
creased complexity of the bleed, and the need to use the bled air
efficiently within the engine cycle. Hence, the better stability and
simplicity of the prediffuser/dump diffuser concept is still to be
preferred and methods for improving its aerodynamic perfor-
mance are of significant interest.

A detailed experimental study has been presented that has in-
vestigated the improvement in combustor external aerodynamics
achieved using by an integrated design approach for the OGV/
prediffuser components. Following suggestions made in �14�, an
alternative and integrated OGV/prediffuser design was investi-
gated and compared to a traditional design. Experimental data
showed that improvements in both feed quality to the annulus
regions and overall pressure loss reductions could be achieved
using the integrated approach. The main improvements were as
follows: an increased diffuser area ratio from 1.6 to 1.8, static
pressure recovery increased by 5% with respect to rotor exit, loss
to inner/outer annuli reduced by 10% and 20%. The integrated
approach is therefore considered worthy of future investigation
and development, particularly its use in optimizing the external
aerodynamic arrangements of future low emissions combustors.
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Nomenclature
A 	 passage area

AR 	 area ratio of prediffuser
c 	 outlet guide vane chord

Cp 	 static pressure rise coefficient
h 	 annulus passage height
L 	 diffuser length
ṁ 	 mass flow rate
N 	 rotor speed

P , p 	 local total or static pressure
R 	 gas constant for air �perfect gas law�

Rn 	 nondimensional radius ��r−ri� / �ro−ri��

r 	 radius relative to rig centerline
ri, ro 	 inner casing, outer casing radius

s 	 blade pitch
T , t 	 total or static temperature

U 	 rotor midpassage blade speed
Va 	 rotor midpassage axial velocity

x 	 axial distance
� 	 kinetic energy flux coefficient
� 	 flow coefficient �Va /U�
� 	 air density
� 	 total pressure loss coefficient

Subscripts
Inlet 	 prediffuser inlet

X1 	 rotor inlet traverse plane
X2 	 rotor exit/OGV inlet traverse plane
X3 	 OGV exit traverse plane
X4 	 prediffuser exit traverse plane

XI5 	 inner annulus traverse plane
XO5 	 outer annulus traverse plane

Superscripts
- 	 area weighted spatially averaged value

� 	 mass weighted spatially averaged value
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Fuzzy Logic Estimation Applied to
Newton Methods for Gas Turbines
This method, based on fuzzy logic principles, is intended to find the most likely solution
of an over-determined system, in specific conditions. The method addresses typical prob-
lems encountered in gas turbine performance analysis and, more specifically, to the
alignment of a synthesis model with measured data. Generally speaking, the relatively
low accuracy of measurements introduces a random noise around the true value of a
performance parameter and distorts any deterministic solution of a square matrix-based
linear system. The fuzzy logic estimator is able to get very close to the real solution by
using additional (pseudo-redundant) parameters and by building the most likely solution
based on each of the measurement accuracies. The accuracy—or “quality”—of a mea-
surement is encapsulated within an extra dimension which is defined as fuzzy and which
encompasses the whole range of values, between 0 (false) and 1 (true). The value of the
method is shown in two examples. The first simulates compressor fouling, the other deals
with actual engine test data following a hardware modification. Both examples experi-
ence noisy measurements. The method is stable and effective even at high level of noise.
The results are within the close vicinity of the expected levels (within 0.2% accuracy) and
the accuracy is about ten times lower than the noise level. �DOI: 10.1115/1.2360597�

Introduction
Understanding changes in engine performance has been a con-

tinuous and major concern for all gas turbine manufacturers. The
reasons are multiple: hardware development, engine recoverable
�fouling� and nonrecoverable deterioration, engine component
malfunction, etc. The armory of monitoring and detection meth-
ods is impressive; Li �1� reviews and compares the most effective
methodologies. A succinct list would include chronologically:
linear/non-linear gas path analysis, linear estimators �mainly least
squares derivatives �2,3��, non-linear methods �4�, and artificial
intelligence based methods such as neural networks �5�, expert
systems �6�, genetic algorithm �7�, and fuzzy logic �8,9�.

Investigation methods used for model to engine performance
alignment or fault detection during the product development phase
usually benefit from a much better instrumentation level than in-
service engines. Therefore, methods like Kalman filter derivatives
�least squares based methods� are generally able to accurately pre-
dict multiple component functional changes if the number of mea-
sured parameters is greater than the number of total changes.
However, such methods can encounter difficulties as highlighted
in the literature �1,3,8�, such as considerable numerical linear al-
gebra due to matrix processing and the “smearing” effect when
isolating a single fault. There are methods to reduce the smearing
effect such as “fault concentrator” technique—Provost �2�—or the
use of automated “fingerprint charts” when the estimate residual
becomes significant—Doel �3�. Fuzzy logic based methods are
more frequently used for in-service engine health monitoring.
These methods are fast and effective for single fault detection and
are able to work with the lower level of instrumentation typical of
production engines. Usually the fuzzy sets are rule �model� based
but case-based fuzzy sets can be added if necessary. The methods
have been extended to address pairs of faults—Ganguli �8� and
Marinai �9�.

Another advantage of these methods is their flexibility. Accord-
ing to McCarthy and Hayes and other researchers �10–12�, the

uncertainty concept required for fault detection transcends classi-
cal probability definition. Therefore, fuzzy logic methods include
a rich collection of inference engines and defuzzyfication methods
and can easily handle complex uncertainty/noise distributions.
Nonlinearity is addressed implicitly: fingerprint charts are calcu-
lated with the model, not derived from exchange rate factors �par-
tial derivatives�.

On the other hand, it is evident that by adding more component
failures, the number of combinations becomes cumbersome and
the decision process takes longer. This issue, combined with the
limited number of parameter measurements, might increase the
uncertainty level of the output set and impact the detection accu-
racy. The novel method presented in this paper is intended to
address both gas path analysis and model-to-engine alignment
�13,14�. This method combines the advantages of the two con-
cepts described above:

— multiple fault detection by the use of redundant measure-
ments

— the fuzzy logic key steps, redefined in such a way as to
address and optimize the linearized gas path analysis and
to conserve its uncertainty concept

Nonlinearity may be addressed by distorting the model using
the initial solution, recalculating the partial derivatives, and then
finding a revised fuzzy logic estimator �FLE� solution using the
updated partials. In practice, this iteration converges rapidly, often
in two steps. A non-linear model is solved using a Newton-type
iterative process. The secant method with Broyden update is one
of most effective methods of this class.

Gas Path Analysis
The alignment of an engine performance model to the actual

data measured at the test bed or site is based on gas path analysis,
built upon the parameter deltas between the modeled and mea-
sured parameters.

The measurement deltas �pj
�j=1, . . . ,m� represent the compo-

nents of the vector �p of differences between a parameter reading
and its value calculated by the model at the engine running con-
ditions.

A typical engine performance model calculates all thermody-
namic and derived parameters of an engine for given:
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— functional characteristics of each component;
— installation conditions;
— engine rating.

The performance model includes a series of component func-
tional characteristics, which define the vector x0. When the model
is aligned with a different hardware, the vector x0 undergoes dis-
tortions, which correspond to various engine module changes
�e.g., compressor and turbine efficiencies, flow capacities or pres-
sure ratios, air system bleeds, the pressure drop across the com-
bustor, etc.�. As a result, a new vector x, which represents the new
hardware, is calculated. A new engine model, including the new
hardware definition x, can then be used to generate updated ther-
modynamic parameters.

The functional distortions �xi are the components of a vector �x
of differences between new and old components of vector x:

�xi = xi − x0i �1�

where i=1. . .n.
Usually, not all of the components are changed during the

model realignment; n is defined as being the total number of rel-
evant distortions ��xi�0�.

The scope of our work is to derive the best estimate of the
engine functional distortions �xi based on the parameter deltas �pj
between the engine and the model.

From the synthesis model, partial derivatives can be derived at
given running conditions; the derivatives describe the exchange
rates between the functional distortion of a component xi and the
parameter pj variation:

wij = �pj/�xi �2�

where wij are elements of Jacobian matrix of derivatives W�x�.
For a linear deterministic gas path analysis, n=m which means

the matrix W�x� is square, nonsingular and the system below has
a unique solution:

W * �x = �p �3�
or

w1j�x1 + w2j�x2 + . . . + wnj�xn = �pj �3��

where i , j=1. . .n.
For a non-linear gas path analysis, the functional distortion vec-

tor �x is calculated at each iteration step k and then the model
provides the Jacobian for the new step k+1. The process ends
when

�x�k+1� − �x�k� � �0 �4�

where the error vector �0 is given.
Such methods are very sensitive to measurement errors and

component fault uncertainties. Therefore, more advanced estima-
tion methods have been created �see Introduction� in order to miti-
gate these effects. The method presented here is part of this cat-
egory of optimizers.

Introducing Fuzzy Logic
Having considered a deterministic analysis method for gas tur-

bines as presented above, consider instead a rectangular matrix
W�x�, with m�n. This describes an overdetermined linear system
at each iteration. Formally, the extra equations are redundant and
normally such a system does not have a solution. Although this is
true, in this application all the equations are based on measure-
ments of the same physical phenomenon. This ultimately means
that, even without a crisp, classical solution, a class of solutions
can be defined that do not satisfy all of the system’s equations but
are located within the vicinity of the exact solutions of all the
combinations of square systems.

Now, the issue is how to find this vicinity by processing the
information altogether and thereby improving the accuracy of the

estimated solution. Acting this way, any distortions due to low
measurement accuracy can be progressively reduced by introduc-
ing additional equations, based on new measured parameters.

In summary, at each iteration step, the unique solution of a
determined system is replaced by the most probable solution of an
overdetermined system. The fuzzy logic estimator—presented in
this paper—is able to convert the additional information into an
increased accuracy of solution.

The overdetermined system derived from system �5� has n un-
knowns �xi, which correspond to the functional distortions and m
linear equations �where m�n�, which correspond to the measured
parameters. The system can be written then:

w1j�x1 + w2j�x2 + . . . + wnj�xn = �pj �5�
where

i = 1, . . . ,n

j = 1, . . . ,m
m � n

Compared to the parameter’s delta �pj, the assumed accuracy of
partial derivatives �calculated by the synthesis model� is quite
high. This hypothesis is true for most of the models used in turbo-
machinery.

As a consequence, �pj can be considered with good approxi-
mation as the only term in the Eqs. �5� affected by the measure-
ment or uncertainty noise.

In order to measure this noise and the quality of measurement,
the fuzzy numbers and eventually fuzzy logic �15,16� are intro-
duced, as opposed to Boolean logic, which operates with crisp
�YES/NO� notions. Why fuzzy logic and not statistics?

First, as stated in the Introduction �10�, fuzzy logic is more
flexible than classical statistics, allowing a multitude of rules for
the same process—see sections on Composition and Defuzzyfica-
tion.

Second, using statistics, one must norm all the density func-
tions, which are worked with by applying classical mathematical
rules, which in most of the cases is not useful and sometimes even
impossible �see Inference�.

Fuzzy logic is more related to the quality than to the absolute
quantity. What is of a real interest in our exercise is the relative
value, compared to the others, within a certain vicinity. In this
respect fuzzy logic is closely related to the human language and
the way of thinking �15,16�.

Previously, fuzzy logic has been adopted for the benefit of con-
trol systems in order to handle “partially true” decisions. Upon
closer inspection, the principles of this logic can be applied to a
wider range of applications. This is one of them.

In principle, an extra dimension �n+1th� is added—the fuzzy
dimension—which encapsulates the quality of measurement and
takes any value between 0 �FALSE� and 1 �TRUE�. Instead of
crisp values, the fuzzy numbers, equations, and domains �subsets�
can be used, eventually working out a value, which is the most
probable solution of the system.

Although the purpose of the analysis is different from current
applications �8–10�, the general four steps of the Fuzzy Expert
System can formally be applied, with severe changes to the scope.
The four steps are: fuzzyfication, inference, composition, defuzzy-
fication. Their new definitions are presented in the following sec-
tions.

Fuzzyfication
Introduces an extra dimension �fuzzy�, which encapsulates the

quality of measurement, i.e., it replaces the crisp value of a pa-
rameter delta �pj with a probability distribution around it.

The accuracy of �pj will be expressed as a fuzzy number. Such
a number, assigned to the parameter delta, allows us to incorporate
all the noise around the given reading as a probability distribution.

By definition, the distribution will be limited to the maximum
probability of the domain; therefore, the value of truth will always
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be between 0 and 1 with a maximum of 1, in order to be consis-
tent with the Boolean logic. This convention allows us to assign
the value 1 to the maximum value of fuzzy domain after each
process step and to re-scale the degree of truth in a simple way.

Subsequently, the value 1 must be understood as a local maxi-
mum value of truth, not as an absolute value. We apply a normal
distribution to �pj which is considered the only fuzzy variable in
the Eq. �4�—see Fig. 1.

��tj,� j,� j� = exp�−
�tj − � j�2

2� j
2 � �6�

where

tj is the parameter’s local axis,
� j is the standard deviation,
� j =�pj is the mean value which equals the
nominal value itself.

The same judgment can be made for any other distribution:
trapezoidal, rectangular, triangular, etc. The steps will apply in a
similar way.

Inference
Introduces the fuzzy term �pj into each equation of the system,

creating a partially true subset, around each equation.
In other words, what is calculated is a non-zero probability

vicinity described by Eq. �7� around each crisp surface �hyper-
plane� defined by the equations of system �4�. Figure 2 displays a
particular case of Eq. �7� for a 2D space �two unknown variables�;
the additional fuzzy dimension introduces a domain of partial
truth around each Eq. �5�—in 2D case, a crisp line. Figure 3
shows the same example in 2D, as a scalar field.

� j�Tj,� j,� j� = exp�−
�Tj − � j�2

2� j
2 � = exp�−

�� wijxi − �pj�2

2� j
2 �

�7�
where

Tj = �
i

n

wijxi; � j = �pj

Composition
Calculates the resultant fuzzy domain in terms of possible so-

lutions, assuming that the common domain is defined by the inter-
section of the probabilities �vicinities� attached to each equation
of the system.

Assuming all the events are reciprocally independent, the inter-
section of those events leads to multiplication of their probabili-
ties, as shown in the Eq. �8�:

Pr�E1 � E2 � . . . � Em� = Pr�E1� * Pr�E2� * . . . * Pr�Em� �8�

where Ej is the event corresponding to the domain defined by � j.
Figure 4 depicts intuitively the intersection of events for a sys-

tem where m=3 and n=2. Each line has an accuracy band around
it. The solution of the events intersection exists only within the
common domain �triangle� defined by the intersection of the three
accuracy bands. Outside of the common domain, the probability
can be considered negligible.

The fuzzy domain D which includes all the possible solutions,
according to the universe of our discourse, is bordered by the

Fig. 1 Normal distribution applied to measurement pj

Fig. 2 Input fuzzy domain—normal distribution

Fig. 3 Input fuzzy domain—normal distribution; scalar
representation

Fig. 4 Intersection of uncertainty domains
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surface � ��x�; this surface is described by the product of prob-
ability vicinities and is displayed in Fig. 5:

���x� = �
j=1

m

� j��x� �9�

where �x is the vector of the component functional distortions,
our unknown variable.

In these examples, only normal distribution has been used; as
mentioned above, any other combination of distributions can be
utilized, customizing the noise pattern for each specific measure-
ment or derived parameter.

As mentioned in the section Introduction of Fuzzy Logic, the
composition can use other rules which lead to slightly different
results. Another example rule could be: the resultant degree of
truth is the local minimum of truth level, among all subsets � j
defined by Eq. �7�, where j=1, . . . ,m. This latter rule is more
sensitive to the noise distribution of each of the domains inter-
sected and is less smooth than the product composition. It is rec-
ommended to use it when the distribution around measurements
includes a significant amount of uncertainty. Alternative composi-
tion rules may be applied, however.

Defuzzyfication
Calculates a crisp/unique solution, defined as the most prob-

able within the resultant fuzzy domain, according to one of the
defuzzyfication rules.

Among the numerous methods, the centroid is the most consis-
tent defuzzyfication method in our case since it corresponds to the
mean of the distribution defined by the fuzzy domain and repre-
sents the first statistical momentum �17�. The coordinates ci of the
mass center of domain D are defined below:

ci =

	
D

�xi���x�d	

	
D

���x�d	

, i = 1,2, . . . ,n �10�

Figure 6 shows the centroid location for a normal distribution. For
reasons of domain symmetry, the maximum value of truth in the
normal distribution case is identical to the mass center �centroid�.

As mentioned before, there are other defuzzyfication rules
which can be applied; one of them, the MAXimum, has the advan-
tage of simplicity but it is not always useful; i.e., when working
with different types of distribution, this property may be invalid as
can be seen in Figs. 7 and 8. In this particular case �intersection of

three trapezoidal distributions�, a maximum value does not even
exist, being replaced by a plateau.

Given the arguments above, the centroid method can be con-
sidered the most appropriate for gas turbines modeling.

Fuzzy logic estimator includes least squares estimator class as
a particular case. The least squares estimators class can be derived
when using normal distributions, the product composition rule,
and the MAXimum as defuzzyfication method.

Justification: Eq. �7� is written for the particular case of a nor-
mal distribution. By introducing it into the product-type composi-
tion �Eq. �9�� and calculating the maximum probable value, the
solution becomes:

Fig. 5 Output fuzzy domain—normal distribution

Fig. 6 Output fuzzy domain—normal distribution; scalar
representation

Fig. 7 Output fuzzy domain—trapezoidal distribution

Fig. 8 Output fuzzy domain—trapezoidal distribution; scalar
representation
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�x0 = MAX
�
j=1

m

exp�−
�� wijxi − �pj�2

2� j
2 �� �11�

For this particular case, the maximum of a normal domain—Eq.
�11�—is reached when the negative exponent reaches a minimum
absolute value. This is equivalent to locating the minimum of the
following function: The quadratic form �positively defined� from
the exponent

�x0 = MIN��
j=1

m �� wijxi − �pj�2

2� j
2  �12�

or

�x0 = MIN��
j=1

m
dj

2

2
 j
2 �12��

where

dj represents the distance between the solution and
the parameter measurement pj

–standard deviation of normal distribution of
measurement pj

Equation �12�� describes the general form of the least squares
method: the condition of minimum distance between the solution
and all the measurements defined as planes in an n-dimensional
space. The equation also includes the weighting introduced by the
normal distribution attached to each measurement. Consequently,
the least squares solution may be considered a particular case of
FLE solution.

The FLE thus allows the use of complex distributions, with
various composition and defuzzyfication methods to identify the
optimum solution. The user can choose the most appropriate ap-
proach for each particular case.

Compressor Fouling Estimate
The example below simulates compressor fouling, for a twin-

spool gas generator, within a power generation plant. The fouling
process and its effects on the engine components have been inves-
tigated in �18,19�.

The main input conditions for our analysis are:

— simulation of compressors fouling; their characteristics are
affected; for simplicity, an average distortion is considered
for both compressors; this way a two variable case can be
investigated, without altering the general principles;

— seeded compressors efficiency distortion of 1% �dce
=−1% �

— seeded compressors flow capacity distortion of 1% �dcw
=−1% �

— the readings are affected by a normally distributed noise
due to instrumentation inaccuracy, other sources of dete-
rioration, variation of installation conditions, etc.

— the accuracy distribution around the signal is seeded as
well and encompasses a typical 2� production instrumen-
tation expanded by 30% –50% in order to simulate addi-
tional noise;

The engine performance has been compared at standard condi-
tions and constant power turbine entry temperature �T44�, before
and after the deterioration. The parameters and stations nomencla-
ture follow the practice recommended by �20�. The following pa-
rameters were selected:

— PW output power
— NI intermediate pressure spool rotational speed
— NH high pressure spool rotational speed
— P30 combustor inlet pressure

— WF fuel flow

The parameter deltas are displayed in Table 1, which also
shows the 2� band affecting each measurement; the seeded ran-
dom noise value for each measurement �parameter delta� is in-
cluded in the corresponding noise band.

The generic linear system �5� applied to this compressor’s foul-
ing problem gives the following ideal system �13�, with two un-
known variables �compressors average efficiency and flow capac-
ity distortion� and five equations; the noise is not yet introduced:

�
dpw: 4.72dce + 0.99dcw = − 5.71

dni: 0.80dce − 0.28dcw = − 0.52

dnh: 0.45dce − 0.43dcw = − 0.02

dp30: 3.20dce + 1.03dcw = − 4.24

dwf: 3.08dce + 0.81dcw = − 3.89

�13�

IDEAL �pj

For ideal �pj, the overdetermined system produces a unique
solution �−1,−1�; the equations define lines in �dce, dcw� plane—
Fig. 9.

However, due to the noise which affects the parameter deltas—
see Table 1, last column—the equations are distorted and the so-
lution lost. Figure 10 gives an idea of how the seeded random
noise can distort the system �13�.

As mentioned earlier, a deterministic �square-matrix based� so-
lution is no longer satisfactory; each intersection defines a noise-
disturbed solution and none of them is sufficiently accurate. Even
more seriously, there is no criterion for choosing the best of the
many possible solutions.

Now, the fuzzy logic estimation process can be studied—how
the fuzzy solution migrates progressively toward the ideal solution
by adding extra equations �additional parameter deltas� to the sys-
tem. Figure 11 shows the sequence of solutions, marked with
squares; the sequence starts with a deterministic solution �two
equations� and then continues with fuzzy solutions based on cen-
troid method Eq. �10�, by adding progressively extra information
to the fuzzy domain expressed by Eq. �9�.

The error function calculated for component distortions has the
following expression:

�n��xE� = ��
i

n

��xEi − �xNi�21/2

�14�

where

�xEi is the estimated solution of the system with noise,
�xNi is the nominal solution �without noise�.

The error function level reduces progressively from 1.6%—for
one of the deterministic solutions, down to less than 0.2%—for
the fuzzy solution of the five measured parameters �Fig. 12�.

The deterministic solution is not unique and varies with the
equations selected. However, the fuzzy solution is always within
the close vicinity of the ideal solution and, in our example, better

Table 1 Parameter deltas and noise bands

DELTAS
�pj

2*SIGMA
NOISE

dpw [%] −5.71 1.00
dni [%] −0.52 0.25
dnh [%] −0.02 0.25
Dp30 [%] −4.24 0.80
dwf [%] −3.89 0.50
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than any of them. The fuzzy solution is stable and consistent for it
takes information from all measurements �final solution −0.85,
−0.88 in this case�.

Table 2 summarizes the differences between a deterministic so-
lution �column 2� and a fuzzy solution based on 5 measurements
�column 3�. Although the deterministic solution zeroes two pa-
rameter deltas �shaded area�, it ends up with big residual differ-
ences for the other parameter deltas and is far from identifying the
ideal component distortion. The fuzzy solution minimizes all re-
sidual deltas and gets close to the ideal solution.

Comparison With Least Squares Method
An interesting result is obtained if the least squares method is

applied to the same compressor fouling investigation and the
noise distribution is quasinormal. The basic solution of least
squares is given by the following equation:

�x0 = †„WT * W…

−1
‡ * WT * �p �15�

and the solution is:

�CE = − 0.96%

�CW = − 1.28%

The FLE rules utilized are the product composition and the
centroid defuzzyfication.

The error function �14� gives a bigger value �0.28%�, compared
to 0.19% in FLE case.

Another aspect of interest is the stability of the error as the
parameter noise increases. The response of the two methods at
higher noise levels is useful for assessing their stability and ro-
bustness. For instance, power measurement is quite noisy �2�

=1% �. Figure 13 shows the error of the two methods at various
power measurement noise levels, within ±� range.

The FLE method is more stable for a large interval of measure-
ment noise. This is due to the fact that FLE has introduced a more
specific domain of uncertainty around the power measurement.

On a more general note, FLE is able to handle complicated
noise distributions such as rectangular, asymmetric, or irregularly
shaped. By using various techniques of composition and ranking
the solutions in terms of likelihood, the method can provide a
cluster of solutions which can be further refined. This allows an

Fig. 9 The solution of system „13…—no noise

Fig. 10 System „13… with seeded noise
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engineer to apply his or her experience and judgment in choosing
the optimum solution. Such an application is presented succinctly
in the next section.

Example of Performance Change Estimate Made at
High Level of Noise

A significant result was obtained when this method was applied
to a predictive model to engine data, in which there was a large
scatter of engine test results.

In this example, the engine hardware changes were related to
the combustor and the combustor casing. Changes were therefore
expected in:

— combustor pressure drop
— T44 position error �due to temperature profile change�
— core engine air system �two different sources of cooling

air�
— efficiency of the electric load—as part of the installation

uncertainty

Due to the big scatter of data, the first investigation based on a
deterministic solution gave inconclusive results �+/−2% uncer-
tainty band in overall performance�. The higher uncertainty was
mainly due to instrumentation corrections, modules replacement,
and installation conditions variance.

A further investigation used the FLE and included the following
measurements:

— power �electric output from generator�
— fuel flow
— LP turbine entry temperature
— HP spool speed
— IP spool speed
— pressure at the combustor inlet
— temperature at the combustor inlet
— inlet air mass flow

A good part of the measurements have been assigned non-
Gaussian distributions with extended uncertainty due to:

Fig. 11 The fuzzy solution migration toward ideal solution

Fig. 12 Error function level versus number of measured parameters
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— changes in geometry of the new hardware located in the
proximity of transducers

— variance of old engine module characteristics introduced
by the fact that the comparison was performed between
different engine builds with a significant period of time
between them.

Fuzzy rules used: product composition and centroid defuzzyfica-
tion.

The FLE investigation comprised three steps:

— The first step assessed the domain of most likely variance
for all the module changes and generator efficiency and
selected the most relevant sets based on judgment/
experience �0.5% fault level step�

— The second step refined the search and found the most
likely scenario �0.1% step�

— The third step investigated the stability of the solution at
increased noise, distorted distribution, and spurious
measurements.

Combustor rig tests confirmed the results within 0.3% accuracy.
The estimate of air system distortion was within 0.2% accuracy,
according to the investigation carried out after the engine test. The
results have shown that even though the distortion levels were
lower than the noise, the fuzzy solution showed a very good ac-
curacy. Additionally, the detection sensitivity was proven to be
robust.

Conclusions
Fuzzy logic estimation is fast and stable. The results are consis-

tent and robust even at high level of noise. The method can be
used on a regular basis for model to engine alignment; further
development of the method can address component fault detection
or engine trending investigation as part of an engine health moni-
toring system.

Fuzzy logic estimator includes the least squares estimator class

as a particular case. The least squares estimators can be derived if
the product composition rule is used together with the MAXimum
defuzzyfication method.

Typically, the fuzzy logic applications are based on a pre-
defined discrete collection of fuzzy sets and disseminate the most
convenient one according to the inference engine used.

The fuzzy logic estimator creates the most likely fuzzy set
based on linear exchange rate factors.

The level of error �0 that controls the Newton iterative process
needs to be correlated with the noise level affecting the readings.
Therefore, there is little benefit in using a small error when deal-
ing with high level of noise.

As well, the user can decide whether to use multiple iteration
process, after considering the model nonlinearity, the magnitude
of distortion, and the noise level.

The method is versatile. It can be used for any areas of analysis
with large data uncertainty.
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Nomenclature
ci � centroid coordinates of output fuzzy domain

dce � delta compressor efficiency
dcw � delta compressor flow function
dni � delta IP spool speed
dnh � delta HP spool speed

dp30 � delta combustor inlet pressure
dpw � delta shaft power
dwf � delta fuel flow

D � output fuzzy domain �after composition�
Ej � event associated to input fuzzy domain
m � number of measurements
n � number of component faults

pj � parameter measurement
Pr�E� � probability of event E

tj � parameter’s local axis
W�x� � Jacobian matrix of the system

wij � element of W�x�
x � vector of components functionality
xi � component of x

�p � vector of delta measurements
�pj � component of �p
�x � vector of component functionality changes
�xi � component of �x

�xEi � estimated solution with noise
�xNi � nominal solution �without noise�

�0 � error vector
�n� � � error function

� � surface function of fuzzy domain D
� j � input fuzzy set �domain� associated with mea-

surement j
� j � standard deviation for normal distribution asso-

ciated with measurement j
d	 � volume element of output fuzzy domain

Subscripts
0 � initial status or known value of a parameter
i � component fault indices

Table 2 Comparison between fuzzy and deterministic
solutions

Parameter delta Resid_2 �%� Resid_5 �%�
�P30 4.90 0.71
�NI 0.00 0.05
�NH 0.00 −0.01
�Power 3.44 0.55
�WF 3.78 0.49
�CW �ideal=−1% � 0.40 −0.85

�CE �ideal=−1% � −0.20 −0.88

Fig. 13 Comparison of FLE and least squares error stability
with increasing measurement noise
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j � parameter measurement indices

Superscripts
k � iteration step

−1 � matrix inversion
T � matrix transpose
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Prediction of Engine Performance
Under Compressor Inlet Flow
Distortion Using Streamline
Curvature
Traditionally, engine performance has been simulated based on nondimensional maps for
compressors and turbines. Component characteristic maps assume by default a given
state of inlet conditions that cannot be easily altered in order to simulate two- or three-
dimensional flow phenomena. Inlet flow distortion, for example, is usually simulated by
applying empirical correction factors and modifiers to default component characteristics.
Alternatively, the parallel compressor theory may be applied. The accuracy of the above
methods has been rather questionable over the years since they are unable to capture in
sufficient fidelity component-level, complex physical processes and analyze them in the
context of the whole engine performance. The technique described in this paper inte-
grates a zero-dimensional (nondimensional) gas turbine modelling and performance
simulation system and a two-dimensional, streamline curvature compressor software. The
two-dimensional compressor software can fully define the characteristics of any compres-
sor at several operating conditions and is subsequently used in the zero-dimensional
cycle analysis to provide a more accurate, physics-based estimate of compressor perfor-
mance under clean and distorted inlet conditions, replacing the default compressor maps.
The high-fidelity, two-dimensional compressor component communicates with the lower
fidelity cycle via a fully automatic and iterative process for the determination of the
correct operating point. This manuscript firstly gives a brief overview of the development,
validation, and integration of the two-dimensional, streamline curvature compressor soft-
ware with the low-fidelity cycle code. It also discusses the relative changes in the per-
formance of a two-stage, experimental compressor with different types of radial pressure
distortion obtained by running the two-dimensional streamline curvature compressor
software independently. Moreover, the performance of a notional engine model, utilizing
the coupled, two-dimensional compressor, under distorted conditions is discussed in de-
tail and compared against the engine performance under clean conditions. In the cases
examined, the analysis carried out by this study demonstrated relative changes in the
simulated engine performance larger than 1%. This analysis proves the potential of the
simulation strategy presented in this paper to investigate relevant physical processes
occurring in an engine component in more detail, and to assess the effects of various
isolated flow phenomena on overall engine performance in a timely and affordable man-
ner. Moreover, in contrast to commercial computational fluid dynamics tools, this simu-
lation strategy allows in-house empiricism and expertise to be incorporated in the flow-
field calculations in the form of deviation and loss models. �DOI: 10.1115/1.2363414�

Introduction
Conventional, low-fidelity gas turbine performance simulation

tools can offer a good prediction of the performance of a whole
engine but are incapable of analyzing the performance of indi-
vidual engine components in detail, or capturing complex physical
phenomena, i.e., inlet flow distortion. On the other hand, CFD
tools can predict the performance of individual engine compo-
nents satisfactorily, under various operating conditions, but do not
offer whole engine performance prediction. In the simulation of a
complete gas turbine system, the presence of upstream and down-
stream engine components �compressor, bypass duct, etc.� affects
the flow through a given component, therefore, the “presence” of
the remaining engine components must be brought in the simula-
tion to account for intercomponent effects.

Several research efforts using 2D and 3D CFD component
models, integrated with low-fidelity engine simulation software,
have been reported in the past. Pachidis et al. �1,2� discussed the
partial and full integration of a 3D CFD turbofan intake model
with PYTHIA, the low-fidelity cycle analysis software developed
at Cranfield University in the UK. Turner et al. �3� demonstrated a
multi-fidelity simulation by NASA and GE of a turbofan engine
with CFD component characteristics zoomed into “partial” perfor-
mance maps for a 0D cycle simulation. Reed and Afjeh have also
published on CFD numerical zooming techniques, in the context
of the NPSS program �4–6�. In July 1997, Reed and Afjeh �7�
published a paper on a comparative study of high- and low-fidelity
fan models for turbofan engine system simulation. Smith �8� re-
ported a collaborative research effort between NASA and GE on
fan and compressor high-fidelity zooming.

By modelling the entire geometry of a propulsion system at the
highest level of resolution �3D� using CFD, all the information
necessary to assess engine life, reliability, and performance could
probably be collected. Three issues, however, prevent this from
being a practical solution. First, for a complete 3D system simu-
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lation, the amount and level of detailed information needed as
boundary and initial conditions would be extremely difficult to
obtain. Second, the computational time and cost will be extremely
high for effective and practical use in an industrial or academic
research environment. Finally, commercially available CFD tools
do not allow in-house empiricism and expertise to be incorporated
in the flow-field solution in the form of deviation and loss models,
and, in those cases where CFD results differ from experiments,
there is really little one can do in order to identify the source of
the inaccuracy. Given the current computational and financial re-
sources, a faster method of combining different levels of analysis
seems to be necessary. For the time being, however, “high fidelity
simulation” and “faster simulation” are two contradictory con-
cepts.

Streamline curvature methods have continued to receive refine-
ments over the years and are still considered by industry as “state-
of-the-art software,” capable of providing an accurate, quick, and
inexpensive solution compared to the full, three-dimensional,
CFD methods. Although Wu �9� provided the basis for a hub-to-
shroud flow field calculation, the term “streamline curvature”
�SLC� became generally associated with through-flow analysis in
1967 following the work of Novak �10� and Jansen and Moffatt
�11�. Between 1960 and 1990 a substantial number of computer
codes for axial-flow turbomachine flow field analysis were devel-
oped using streamline curvature methods such as those of Denton
�12�, Jennions and Stow �13,14�, and Barbosa �15�.

Although streamline curvature methods have been around since
the early 1950s, they have been mainly focused on simulating the
flow field inside isolated components. There is actually little evi-
dence in literature on the integration of streamline curvature com-
ponent models with zero-dimensional cycle analysis, for high-
fidelity studies in the context of the whole engine performance.

Simulation Strategy
This study focuses on a simulation strategy that allows the per-

formance characteristics of a gas turbine engine component, re-
solved from a detailed, two-dimensional, streamline curvature
analysis, to be integrated into an engine system analysis per-
formed at a lower level of detail. This study has the potential to �i�
investigate relevant physical processes occurring in an engine
component in more detail and �ii� assess the effects of various
isolated flow phenomena on overall engine performance in a
timely and affordable manner. The method described in this paper
follows the same overall principles of a “fully integrated” zoom-
ing strategy as described by Pachidis et al. �2�.

This is a rather automatic and fully integrated approach to
“high-fidelity” analysis with the two-dimensional, streamline cur-
vature component model being directly linked to the 0D engine
model, instead of the 0D component representation. During a DP
calculation, the two-dimensional component is called at run-time
in order to establish the component performance at the selected
operating conditions and power setting. Averaged component per-
formance characteristics are then returned back to the low-fidelity
cycle analysis for the determination of the overall engine perfor-
mance. Upstream component boundary conditions are determined
by the user, in two dimensions, according to the needs of the
particular study, or are determined from the outlet conditions of an
upstream 2D component. During OD calculations, the two-
dimensional component is called at run-time several times, in an
iterative manner, until continuity of mass flow and power balance
is satisfied throughout the engine.

The same process can be repeated for all engine operating con-
ditions and power settings. Generation of a component character-
istic map is not required. The high fidelity component can fully
define the characteristic of the engine component at several oper-
ating conditions and can be used to provide a more accurate,
physics-based estimate of the component’s performance and,
hence, engine performance, replacing the default maps within the

0D cycle model. This technique has the potential to become quasi-
three-dimensional and can be applied to all engine components.

Simulation Tools
The study utilized two different simulation software: �i� a new,

in-house 2D SLC Compressor Software, specifically developed
for the purposes of this investigation, and �ii� the 0D gas turbine
modelling and performance simulation system, developed at Cran-
field University in the UK, called PYTHIA. The basic capability
that the 2D SLC Compressor Software was initially developed to
handle is outlined below:

• Facilitate steady-state, multi-stage compressor performance
analysis in 2D, at both subsonic and transonic regimes

• Handle any type of standard or user-defined blade profile
and compressor geometry

• Handle standard and user-defined models for secondary
losses, shock losses, Reynolds, deviation, incidence, bound-
ary layer blockage, tip clearance losses, etc.

• Identify conditions for surge and choking and handle non-
uniform inlet flow conditions

• Calculate the overall compressor map and provide a con-
verged solution at any given operating point within minutes

The 2D SLC Compressor Software was developed to provide
great flexibility, in the sense that it can be used as a performance
prediction tool for compressors of a known design or as a devel-
opment tool to assess the changes in performance of a known
compressor after implementing small geometry changes. More-
over, it can be used as a design tool to verify and refine the
outcome of a preliminary compressor design analysis. Finally, the
software can be used to create a 2D compressor model that can be
integrated into a conventional 0D engine cycle code for the inves-
tigation of the influence of nonuniform flow profiles on whole
engine performance.

The PYTHIA scheme has been developed by the Gas Turbine
Engineering Group at Cranfield University �16�. Based on Cran-
field’s previous “generation” engine simulation software, called
TURBOMATCH �17�, it has been specifically developed to be a
fully modular, object-oriented, engine cycle simulator that can
perform steady-state design, off-design, and degraded perfor-
mance analysis of civil aero, industrial, and military engines.
PYTHIA is also a versatile engine diagnostics tool. A PYTHIA
engine model is assembled from a collection of interconnected
elements and controlled by an appropriate numerical solver. By
means of engine component icons and via an engine component
toolbar, various preprogrammed routines can be called up to simu-
late the action of the different components of the engine, resulting
finally in output of engine thrust or power, fuel consumption,
s.f.c., etc, together with details of individual component perfor-
mance and of the gas properties at various stations within the
engine.

Typically, a PYTHIA engine model uses performance maps for
turbines and compressors to obtain a balanced, steady-state engine
condition. In this particular case, the 2D SLC compressor model
was integrated with PYTHIA and called at run-time as a Dynamic
Link Library �.dll� component, completely replacing the default
nondimensional compressor map.

2D SLC Compressor Software
All streamline curvature software is based on an inviscid

through-flow analysis method, in which viscosity effects are taken
into account by means of empirical models and correlations. A
complete account of the development of the 2D SLC Compressor
Software together with a full description of the various empirical
deviation and loss models used in the code can be found in �18�.
The scope of this chapter is to give the reader a brief flavor of the
basics of the streamline curvature method adopted by this work.
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The flow within the compressor is considered as axisymmetric,
compressible, and inviscid. For this specific type of flow the law
of conservation of angular momentum has the following form in
vector quantities �blade forces F are neglected in this case�:
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Resolving each term of the above equation into cylindrical coor-
dinates �z, r, w—axial, radial, tangential, Fig. 1�, the following
four expressions are derived:
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iii. The centripetal acceleration:

� � � � r = �� · r� · � − �� · �� · r = − ��2r�er + ew + ez

�4�

where the terms ew and ez are neglected ��0�.
iv. The coriollis acceleration:

2� � W = �− 2�Ww�er + �2�Wr�ew + ez �5�

where the term ez is neglected ��0�. Solving a system of
equations, it can be shown that the gradient of the meridi-
onal velocity in the s direction is given by the full radial
equilibrium equation as shown below:
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Equation �6� basically describes the gradient of meridional ve-
locity from hub to tip but not its average magnitude. A further
constraint is required to determine the level of meridional veloc-
ity, which can be provided by integrating the meridional velocity
profile across the compressor annulus to check for continuity of
mass flow. At each stream tube the mass flow rate is generally
given by:

ṁj =�
A

�̄ jV̄m,j dA �7�

Equation �7� can be numerically solved as:

ṁj =
�

2
�� j+1Vm,j+1 cos �� j+1 + � j+1� + � jVm,j cos �� j + � j��

�� rj+1
2 − rj

2

cos��� j+1 + � j�/2�
� �8�

The radial equilibrium equation �6� and the equation of mass
flow Eq. �8� are solved iteratively. A first guess for the shape of
streamlines, and distribution of meridional velocity from hub to
tip is made. After calculating velocity triangles, entropy along
streamlines, and enthalpy, Eq. �6� is solved to establish the rate of
change of meridional velocity from hub to tip. Integrating the
meridional velocity profile establishes the compressor mass flow,
which is then compared to the overall �actual� mass flow. Based
on the mass flow difference, the overall level of meridional veloc-
ity is readjusted accordingly and a new iteration takes place. Dur-
ing this process the streamtube mass flow is used to determine the
new positions of the streamlines at the intersections with the blade
edges, to be used in the new iteration.

SLC Software Validation
The SLC Compressor Software was validated against published

experimental data for both clean-inlet and distorted conditions. A
2D model of a two-stage fan was constructed according to the
detailed geometric data published in NASA Technical Paper No.
1493 by Urasek et al. �19�. The overall design performance of the
two-stage fan is given in Table 1.

The performance of the SLC two-stage compressor model un-
der uniform inlet conditions was compared against the measured
performance data provided in the aforementioned report. Figures
2 and 3 present the comparison between the measured and simu-
lated compressor performance for the first stage.

The analysis showed that there was a very good qualitative and
quantitative agreement between the simulated and experimental
data, especially in the case of the pressure ratio versus corrected

Fig. 1 Coordinate system

Table 1 Two-stage fan design overall parameters „NASA TP
1493…

Pressure ratio 2.399
Temperature ratio 1.334
Isentropic efficiency 0.849
Mass flow �kg/s� 33.248
rpm 16042.800
Inlet hub-tip ratio 0.375
First rotor tip speed �m/s� 428.896
Second rotor tip speed �m/s� 405.341
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mass flow speed lines. Isentropic efficiency versus corrected mass
flow speed lines were in a good qualitative agreement as well,
although the overall shape of the lines did not exactly match the
experimental readings. It must be stated that no particular effort
was made to achieve a better agreement between simulated and
experimental data by trying different combinations of the loss
models provided in the SLC Compressor Software. It was decided
that the initial agreement was more than sufficient in order to
allow the subsequent qualitative trend analysis to take place.

For the software validation under distorted conditions, NASA
Technical Paper No. 1294 by Schmidt and Ruggeri �20� was used
as a reference. This paper discusses in detail the performance of a
single-stage fan with and without inlet radial distortion. The de-
sign overall parameters of the single-stage fan discussed in NASA
TP No. 1294 are very similar to the first stage of the NASA TP
No. 1493 two-stage compressor. Table 2 lists the overall design
parameters of the two stages.

The performance of the SLC compressor model, and especially
the performance of the first stage, was qualitatively compared
against the measured data in NASA TP 1294 for hub and tip radial
pressure distortions. The analysis showed similar qualitative
trends for the same kind of radial pressure distortion and extend,
given in NASA TP No. 1294 by the radial Pressure Distortion
Index �PDIradial� as:

PDIradial =
Po,max − Po,min

Po,max
�9�

Figures 4 and 5 illustrate the effect on stage performance of a
total pressure deficit at the tip of 20%, as predicted by the SLC.
The trends on the map are in a very good agreement with experi-
mental data for a PDIradial of approximately 0.189.

More analytically, the SLC analysis predicted accurately the
reduction in surge margin associated with radial pressure distor-
tion at the tip, and the slight shift of the speed lines to the right,
especially at intermediate speeds. The speed line movement to the
right reduced towards higher speeds and actually reversed close to
100% design speed. Generally, the radial pressure distortion re-
duced the mass flow in the distorted region and caused a redistri-
bution of flow parameters at the inlet with the total pressure and
axial velocity being lower than in the case of a clean inlet. Inci-
dence angle increased in the affected regions and reduced in the
unaffected ones, increasing and reducing blade loading, respec-
tively.

Fig. 2 Uniform inlet conditions comparison with experimental
results—pressure ratio versus corrected mass flow

Fig. 3 Uniform inlet conditions comparison with experimental
results—isentropic efficiency versus corrected mass flow

Table 2 Stage comparison between NASA TP 1493 and 1294
fans

Stage Parameter NASA TP1493 NASA TP1294

Pressure ratio 1.590 1.574
Temperature ratio 1.167 1.170
Isentropic efficiency 0.848 0.816
Mass flow �kg/s� 33.248 29.484
rpm 16042.800 16100.000
Tip speed �m/s� 428.896 424.601

Fig. 4 Tip pressure distortion effect—pressure ratio versus
corrected mass flow

Fig. 5 Tip pressure distortion effect—isentropic efficiency
versus corrected mass flow
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The higher blade loading in the distorted region produced a
total pressure and temperature ratio greater than the clean-inlet
value, which justifies the slight increase in efficiency throughout
the operating range as shown above. However, in the distorted
region the inlet total pressure was lower than the clean value and
the higher pressure ratio only resulted in exit total pressures more
or less equal to the clean-inlet value. In the undistorted flow re-
gion the exit total pressure was less than the average due to the
blade operating unloaded, at a lower work input and total pressure
ratio. Therefore, over the entire blade span the average total pres-
sure level was lower than the corresponding clean case and the
overall pressure ratio lower as well. Despite the reduction in pres-
sure ratio, a small increase in the corrected mass flow is respon-
sible for the speed lines appearing slightly sifted to the right at
medium speeds.

Case Study: Effect of Radial Pressure Profiles on Fan
and Engine Performance

This case study looked into the effect of two particular radial
pressure profiles on fan performance and subsequently on engine
performance by fully integrating the 2D SLC Compressor Soft-
ware with the 0D cycle analysis. The two radial pressure profiles
were constructed by reducing and increasing respectively the rotor
inlet total pressure at the hub by 30%, compared to the mass-
averaged value, which remained the same and equal to the clean-
inlet value in both cases. In other words, the pressure towards the
tip was allowed to increase or reduce accordingly so that the same
mass-averaged value of inlet total pressure was maintained. The
objective of this study was to analyze the pure effect of the dif-
ferent pressure profiles on the performance of the blading by
keeping the overall mass flow through the compressor annulus
and inlet total pressure the same.

Moreover, for the purposes of this investigation a notional en-
gine model was built based on the configuration of an existing
two-shaft, LBR, mixed-exhaust, military turbofan, scaled down in
terms of OPR, mass flow, and TET. The engine model was con-
structed in PYTHIA and the first stage of the validated two-stage
fan was coupled to the software to represent the LP fan of the
engine. Only the first stage was used in the engine simulation in
order to reduce the amount of convergence time required, particu-
larly in off-design calculations. The overall design performance of
the notional engine is illustrated in Table 3.

Figures 6 and 7 illustrate the effect of the two radial pressure
profiles on fan performance. The design point of the engine fan
was selected at a mass flow of 33.24 kg/s. It can be observed that
the 30% total pressure deficit at the hub �with an associated in-
crease of total pressure at the tip� pushes the speed lines to slightly
higher pressure ratios, efficiencies, and nondimensional mass
flows, but reduces, however, the surge margin of the fan consid-
erably. The exactly opposite pressure profile demonstrates oppo-
site effects as it would be expected. The complete compressor
maps have been produced for the three cases studied �clean inlet,
30% deficit, and 30% surplus� by running the 2D fan model inde-
pendently and only for demonstration purposes. They played no
part in the engine performance simulation other than establishing
the equilibrium running line on the map and calculating the actual
surge margin.

The shift of the engine running line under the different fan inlet
pressure profiles is also illustrated in Fig. 6. The 30% total pres-

sure deficit at the hub causes the fan to run at higher pressure
ratios and closer to surge. The 30% total pressure surplus at the
hub seems to be causing the opposite effect but at reduced effi-
ciencies. The effect of the two different distortion profiles on the
movement of the running line appears more pronounced close to
design point and seems to reduce towards lower corrected speeds.

Figures 8–11 illustrate the effect of distortion on overall engine
performance. Similarly to the running line, the effect on engine
performance parameters is stronger towards the design point and

Table 3 Notional engine design performance parameters

W �kg/s� 33.24
OPR 3.56
TET �K� 1000.00
BPR 0.714
GT �N� 10,103.30
SFC �mg/N s� 26.029

Fig. 6 Radial pressure distortion effect on first stage com-
pressor map—pressure ratio versus corrected mass flow

Fig. 7 Radial pressure distortion effect on first stage com-
pressor map—isentropic efficiency versus corrected mass flow

Fig. 8 Radial pressure distortion effect on engine
performance—overall pressure ratio versus mass flow
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reduces towards lower speeds. As a direct consequence of the fan
pressure ratio change close to design point, the engine OPR drops
by 0.99%, in the case of a 30% total pressure surplus at the hub
and increases by 1.02% in the case of the total pressure deficit at
the hub. The difference in OPR at very low mass flows is negli-
gible. Gross thrust also drops in the first case by 1.6% and in-
creases in the second by 1.71%. The difference in gross thrust
compared to the clean case is reduced in both cases to almost half

the design point percentages at low TET values �750 K�. Fuel
flow remains largely unaffected throughout the engine operating
range. SFC, however, displays an almost constant difference with
the clean case values at both design and off-design, increasing by
1.58% in the first case and reducing by 1.64% in the second.

Repeating the process for different distortion profiles and en-
gine operating conditions establishes the “full” engine perfor-
mance using the fully integrated approach. At this stage, however,
it was outside the scope and requirements of the investigation to
repeat the same methodology for a larger number of different
cases.

The high-fidelity compressor model fully defined the perfor-
mance characteristics of that particular fan geometry, at the simu-
lated operating conditions, and was then used to provide a more
accurate, physics-based estimate of the fan’s performance and,
hence, engine performance, replacing the default compressor
maps within the PYTHIA cycle model.

Conclusions
This work demonstrated the potentials of the “fully integrated”

approach by using a 2D Streamline Curvature compressor model,
directly coupled to a 0D engine performance simulation software.
This technique is a fully automated one, can be applied to all
engine components, and does not require the generation of a com-
ponent characteristic map.

This paper discussed in detail the development of the 2D SLC
Compressor Software and its validation against experimental data
under both clean and distorted conditions. The SLC model was
based on the geometry and performance of a NASA experimental
compressor and was used in the 0D cycle analysis to provide a
more accurate, physics-based estimate of compressor performance
and, hence, engine performance, under clean and nonuniform inlet
conditions.

A detailed comparison between the simulated, baseline engine
performance and the one obtained by using the SLC-coupled ap-
proach was also presented in this paper. Gross thrust, OPR fuel
flow, and SFC were compared for two different distortion cases.
Engine performance results presented in this report are to be taken
only qualitatively, because of the notional nature of the engine
model used. However, in the cases examined, the analysis carried
out by this study, demonstrated relative changes in the simulated
engine performance larger than 1%.

The above analysis proves the potential of the simulation strat-
egy presented in this paper to investigate relevant physical pro-
cesses occurring in an engine component in more detail, and to
assess the effects of various isolated flow phenomena on overall
engine performance in a timely and affordable manner. Moreover,
in contrast to commercial CFD tools, it allows in-house empiri-
cism and expertise to be incorporated in the flow-field calculations
in the form of deviation and loss models.

Nomenclature

Abbreviations
BPR � bypass ratio
CFD � computational fluid dynamics
CMF � corrected mass flow

GT � gross thrust
OPR � overall pressure ratio

PR � pressure ratio
SLC � streamline curvature
SFC � specific fuel consumption
TET � turbine entry temperature

0D � zero-dimensional or nondimensional
2D � two-dimensional
3D � three-dimensional

Greek Symbols
� � absolute air angle

Fig. 9 Radial pressure distortion effect on engine
performance—gross thrust versus turbine entry temperature

Fig. 10 Radial pressure distortion effect on engine
performance—fuel flow versus turbine entry temperature

Fig. 11 Radial pressure distortion effect on engine
performance—SFC versus turbine entry temperature
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	 � relative air angle
� � sweep angle
� � streamline slope

 � efficiency
� � density
� � rotational speed

Latin Symbols
F � blade forces
I � rothalpy
j � number of node or streamline

P � pressure
r � radius

Rc � streamline curvature
S � entropy
s � direction along blade LE
T � temperature
t � time

U � blade speed
W � relative velocity, mass flow
V � absolute velocity

Subscripts
1 � inlet plane
2 � outlet plane

isentr � isentropic
o � total conditions
m � meridional
r � radial
z � axial

Superscript
- � mean value
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Basic Limitations on the
Performance of Stirling Engines
The performance of Stirling engines is subject to limitations resulting from power dissi-
pation in the regenerator. The dissipation is caused by pressure gradients in the regen-
erator required to generate flow. Without this flow the power output would be zero. Hence
the dissipation is an essential element of the operation of the engine. Using linearized
theory, the pressure in the compression and expansion spaces is found as a function of the
ratio of piston amplitudes and piston phase difference. The regenerator is taken to be
thermally perfect. All variations are taken to be sinusoidal in time. Expressions are
derived for the dimensionless power output and the thermal efficiency at a given ampli-
tude of the compression piston. Upper bounds on the power output and the efficiency are
found as function of frequency and of regenerator void volume. Special attention is given
to the case of piston amplitude ratio equal to 1. �DOI: 10.1115/1.2204629�

1 Introduction
The Stirling engine has an illustrious history. An excellent de-

scription of this history is included in the book by Hargreaves �1�.
The present paragraph is based on information given in this book.
The Stirling engine was invented by the Reverend Robert Stirling,
who in 1816 obtained a patent called “Improvements for dimin-
ishing the consumption of fuel, and in particular an engine ca-
pable of being applied to the moving �of� machinery.” A crucial
part of the invention was the use of a regenerator. Stirling pointed
out that the engine in principle could work without the regenera-
tor, and used the name “economizer,” instead. Stirling and his
brother James went on to build several of these “hot air” engines.
It is reported that in 1843 a Stirling engine had achieved an effi-
ciency of 18%, which was better than the efficiency of most steam
engines. One of Stirling’s engines was in operation at the Dundee
Foundry from 1843 until 1847. The Foundry then reverted to
steam because “the bottoms of the air vessels of the Stirling en-
gine could not be made to withstand the heat to which they were
exposed.” Among the many others who built engines of the
Stirling type in the 19th century were Sir George Cayley, John
Ericson, Laubereau, Lehmann, Stenberg, A. K. Rider, and D. W.
van Rennes. The Stirling engine never became a serious competi-
tor to steam engines. By the end of the century, the only Stirling-
type air engines still being manufactured were small ones used for
special applications. A revival of sorts occurred in the 20th cen-
tury, when the Philips Company of the Netherlands wanted to
develop markets for radio sets in remote areas that were without a
supply of electricity. The use of batteries in these areas was quite
expensive. A small power unit of the Stirling-engine type would
satisfy the perceived need, at least in principle. This resulted in a
large development program aimed at many diverse applications,
the details of which are described in �1�. Use was made of many
ingenious inventions, such as the rhombic drive, the swash-plate
drive, the rollsock seal, the use of pressurized helium instead of
atmospheric air, and the four-cylinder double-acting engine. The
most recent large program involving Stirling engines took place in
the 1970s, when the Philips Company teamed up with the Ford
Motor Company to build and test a Stirling-Torino automobile as
well as a Philips-DAF Stirling bus. A Stirling engine mounted in a
Ford Pinto was tested in a concurrent program between Ford and
United Stirling of Sweden. The Ford Motor Company concluded
that there are three major stumbling blocks to the use of Stirling
engines in automobiles: the design of the heating system, the con-

trol of power, and the failures of roll-sock seals. Ford ended its
efforts in the development of the Stirling engine in 1987.

There still remains optimism in various circles about a future
large scale implementation of Stirling engines. They may have a
role to play in connection with environmental pollution, and with
the diminishing availability of high grade fossil fuels. Because the
combustion process of the Stirling engine is external, it can use a
multitude of fuels, and can be controlled precisely to minimize
harmful emissions. It can also use solar power as its source of
heat. Coupling a solar Stirling engine with a generator might lead
to electric power generation with an efficiency higher than that of
solar cells. Another frequently cited advantage of Stirling engines
is their quiet operation resulting from the lack of valves closing
and opening at high frequency.

An early theoretical analysis of the Stirling engine is that by
Schmidt �2�. Schmidt neglected the pressure gradients in the re-
generator. He took the heat transfer processes in the compression
and expansion spaces to be isothermal. Because his model repre-
sents a reversible heat engine cycle, it has the Carnot efficiency.
The analysis was generalized by Finkelstein �3�, who allowed for
irreversible heat exchange with the walls of the compression and
expansion spaces. The solution of the Finkelstein model is accom-
plished numerically, using nodal analysis. The Schmidt and
Finkelstein models have served as the basis for modern analyses
of the Stirling engine. These modern analyses make extensive use
of numerical computations and account for many additional phe-
nomena of importance. Detailed accounts of modern develop-
ments are presented in �4–12�.

The performance of Stirling engines depends on the character-
istics of the regenerator. The theory describing regenerator perfor-
mance is quite involved �13–15�. It must take account of the rate
of heat transfer between matrix and gas, of the variations in tem-
perature, pressure and velocity of the gas, and of the variations in
temperature of the matrix. All variations depend on both space
and time. Because of this complexity, the full equations governing
regenerator performance can only be solved numerically. In order
to establish general characteristics of regenerator behavior, it is
desirable to have solutions in closed form. This requires making
simplifying assumptions. Many authors have used the so-called
harmonic approximation. It is the basis of acoustic theory, and
consists of linearizing the equations and taking the variations to be
sinusoidal in time �see, e.g., �16–23� and references cited therein�.
Of particular interest for the present paper are results reported by
de Waele et al. �21� and Mayzus et al. �22,23�. They assumed the
thermal capacity of the matrix to be large compared with that of
the gas. Starting from the full equations of fluid dynamics and
using various simplifying assumptions, they showed that the equa-
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tion governing the pressure in the regenerator can be reduced to a
modified Bessel equation. The solution of this equation yields all
required properties in terms of Bessel functions.

In a recent paper �24�, it was pointed out that power dissipation
in the regenerator results in basic limitations on the performance
of Stirling engines, and of all heat engines making use of the
regenerative principle. This power dissipation is inherent in the
principle of operation of such engines. Without the pressure dif-
ferences leading to the dissipation, there would be no flow
through the regenerator, and the engine would produce no power.
The treatment was based on the harmonic approximation, and the
volume of the gaseous phase of the regenerator �the “void vol-
ume”� was assumed to be negligible. It was shown that optimiza-
tion of the power output leads to a less than optimum thermal
efficiency. There is a trade-off between power output and effi-
ciency: higher efficiencies can be achieved at lower power out-
puts.

The present paper is an extension of the work described in �24�.
The analysis is based on a model consisting of a regenerator con-
nected to an expansion space and a compression space. Account is
taken of the motion of the pistons, and of the influence of the void
volume of the regenerator. The regenerator is assumed to be ther-
mally perfect. The basic equations are given in dimensionless
form �Sec. 2�. Following the work of �21–23� and �25�, the equa-
tion for the pressure in a regenerator with nonzero void volume is
solved for the case of a linear temperature distribution �Appendix
A�. Expressions for the piston powers are derived as function of
piston amplitude ratio and piston phase difference �Sec. 3�.
Knowledge of these powers yields the power output and the ther-
mal efficiency. The power output is expressed as the product of a
dimensional factor containing the amplitude of the piston on the
compression side, and a dimensionless factor. The dimensional
factor is taken to be a given constant. The dimensionless power
output is optimized with respect to piston amplitude ratio and
piston phase difference �Sec. 4 and Appendix B�. The correspond-
ing values of the thermal efficiency are determined. Analytical
results are derived for optimum power output and corresponding
efficiency in the limit of zero frequency �Appendix C�. These
results provide upper bounds on performance as function of re-
generator void volume and ratio of temperatures across the regen-
erator. Results are also presented for optimized thermal efficiency
and corresponding power output. Section 5 describes conclusions
about upper bounds that can be drawn from the results obtained.

2 Basic Equations
The model used for the Stirling engine consists of a regenerator

with pistons on each side �see Fig. 1�. The temperatures at the
ends of the regenerator are assumed to be maintained at Th and Tc,
respectively. The corresponding rates of heat flow in and out of

these ends are Q̇h and Q̇c. The model is one-dimensional; i.e., all
radial variations are neglected. The regenerator is taken to be ther-

mally perfect: its thermal capacity is assumed to be infinitely
large, local temperature differences between regenerator and gas
are assumed to be zero, and axial conduction in the regenerator is
neglected. The conductance of the regenerator is taken to be finite,
and account is taken of dissipation resulting from friction in the
regenerator. All other loss mechanisms are neglected, including
friction of the pistons and heat losses to the walls. The flow in the
high- and low-temperature spaces is assumed to be isentropic and
subsonic �Mach number �1�. The fluid is taken to be an ideal gas
with a constant ratio of specific heats. For the sake of conciseness,
the analysis is carried out using complex notation. All physical
quantities are represented by the real parts of their corresponding
complex expressions. Quantities are counted positive in the direc-
tion of the arrows shown in Fig. 1. Following earlier work
�17–25�, the equations are linearized. This permits finding closed
form solutions that can be used to optimize power output or effi-
ciency. In turn, this provides upper bounds on performance. The
pressures in the expansion and compression spaces are repre-
sented by

ph = �phei��t+�h� + po ��ph � po� �1�

pc = �pce
i��t+�c� + po ��pc � po� �2�

The unperturbed pressure po is constant throughout the two spaces
and the regenerator. Similarly, the positions of the pistons are
given by the first-order quantities

xh = �xhei��t+�h� ��xh � Lh� �3�

xc = �xce
i��t+�c� ��xc � Lc� �4�

The pressure variations in the expansion and compression spaces
follow from the linearized isentropic relations

dph

dt
=

�po

Vh
�− V̇r�xr = 0� + A

dxh

dt
� �5�

dpc

dt
=

�po

Vc
�V̇r�xr = Lr� − A

dxc

dt
� �6�

The volume flow rate in the regenerator is taken to be proportional
to the local pressure gradient

V̇r = − Cxr

�pr

�xr
�regenerator flow rate equation� �7�

The linearized continuity equation for flow in the regenerator can
be written

Ar�o

krpo

�pr

�t
+

���oV̇r�
�xr

= 0 �8�

The assumption that the regenerator is thermally perfect implies
that the polytropic constant kr=1. The unperturbed density in the

Fig. 1 Sketch of model used for Stirling engine. The high-temperature space is the expansion
space, the low-temperature one is the compression space. Lr is the effective length of the void
volume of the regenerator.
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regenerator follows from the ideal gas equation �o= po / �RTo�. The
unperturbed temperature To is taken to be a given function of xr
�see Appendix A�, and to be independent of time. Substituting Eq.
�7� in Eq. �8� yields the equation governing the pressure distribu-
tion in the regenerator

1

�o

�

�xr
�o

�pr

�xr
=

Ar

poCxr

�pr

dt
�regenerator equation� �9�

The foregoing equations are cast in dimensionless form by setting

� =
xr

Lr
, � = �t, 	h =

�ph

�pc
, � = �h − �c,

	r��,�� =
pr�x,t� − po

�pce
i�c

, 
 =
poCxr

ArLr
2�

, �r
˙ =

1

ArLr�

po

�pce
i�c

V̇r,

�10�

F =
�VcLr

�poCxr
, Kcr =

�ArLr

Vc
, Khr =

�ArLr

Vh
, Kch =

Vh

Vc

These dimensionless groups represent the following: �=distance
along the regenerator, �=time, 	h=ratio of pressure amplitudes in
the expansion and compression spaces, �=phase difference of
pressures in the expansion and compression spaces, 	r�� ,��
=pressure in the regenerator, 
=diffusion constant of the regen-

erator, �̇r=flow rate in the regenerator, F=frequency based on
compression space volume and regenerator conductance, Kcr
=effective ratio of regenerator void volume to compression space
volume, Khr=effective ratio of regenerator void volume to expan-
sion space volume, Kch=ratio of compression space volume to
expansion space volume. For future reference, it is noted that 

=1/ �KcrF�.

Application of Eqs. �10� to Eqs. �5�–�7� and �9� results in the
following set of dimensionless equations

�poA�xhei�h

Vh�phei�h
= 1 − i

Khr

	hei� �̇r,�=0e−i� �expansion space equation�

�11�

�poA�xce
i�c

Vc�pce
i�c

= − 1 − iKcr�̇r,�=1e−i�

�compression space equation� �12�

�̇r = − 

�	r

��
�regenerator flow rate equation� �13�

1

�o

�

��
�o

�	r

��
=

1




�	r

��
�regenerator equation� �14�

The regenerator equation can only be solved if the temperature
distribution To��� along the regenerator is known. In principle,
To��� follows from the energy equation of the matrix. For the
present simplified case this equation is left out of account, and the
distribution needs to be assumed. Analytic solutions are available
for the case of a linear temperature distribution, as well as for an
exponential one �21–23,25�. The results for the two cases are quite
similar. This indicates that the exact form of the temperature dis-
tribution is not of great importance. Here, the linear distribution is
chosen. Its solution is reproduced in Appendix A, and yields

�̇r,�=0 = 
�C1 + C2	hei��ei� �15�

�̇r,�=1 = 
�C3 + C4	hei��ei� �16�

The parameters C1, C2, C3, and C4 are complex functions of the
temperature ratio Th /Tc and 
. Their definitions are given in Ap-
pendix A. Substituting Eq. �15� in Eq. �11� yields

�xhei�h

�phei�h
=

Vh

�poA
�1 − iKhr
� C1

	hei� + C2�� �17�

Similarly, substituting Eq. �16� in Eq. �12� yields

�xce
i�c

�pce
i�c

=
Vc

�poA
�− 1 − iKcr
�C3 + C4	hei��� �18�

Taking the ratio of Eqs. �17� and �18� provides the ratio of piston
amplitudes �	�xh /�xc and the piston phase difference �	�h
−�c in terms of 	hei�

�xhei�h

�xce
i�c

	 �ei� =
Kch	hei� − iKcr
�C1 + C2	hei��

− 1 − iKcr
�C3 + C4	hei��
�19�

Conversely, 	hei� is given in terms of the piston parameters � and
� by

	hei� =
�ei��F + iC3� − iC1

− i�ei�C4 − FKch + iC2
�20�

3 Power and Thermal Efficiency
The rate of work obtained from the expansion piston is given

by


W̃˙ h� = − 
�ph − po�Adxh/dt� = − 
�ph − po�V̇r�xr = 0�� �21�
Here, each factor in the expressions between brackets is the real
part of its complex representation. The second equality follows
from multiplying both sides of Eq. �5� by Re�ph− po� and integrat-
ing over a cycle. Working out the right-hand side of Eq. �21�
results in


W̃˙ h� = − ��ph cos�� + �h�
Cxr

Lr

Re��pce

i�c�̇r,�=0�
= −

1

2

Cxr

Lr
��ph�2 Re� C1

	hei� + C2� �22�

Similarly, the rate of work delivered to the compression piston is


W̃˙ c� = − ��pc cos�� + �c�
Cxr

Lr

Re��pce

i�c�̇r,�=1�
= −

1

2

Cxr

Lr
��pc�2 Re�C3 + C4	hei�� �23�

The net power obtained thus is


P̃
˙ � = 
W̃˙ h� − 
W̃˙ c� =

1

2

Cxr

Lr
��xc�poA

Vc
�2

P �24�

where the dimensionless power output P is given by

P =
F

a2 + b2 �Kch	h
2c − b� �25�

a = − 1 + Kcr
 Im�C3 + C4	hei�� �26�

b = − Kcr
 Re�C3 + C4	hei�� �27�

c = − Khr
 Im� C1

	hei� + C2� �28�

The thermal efficiency is given by

 	 1 − 
W̃˙ c�/
W̃
˙

h� = 1 −
b

Kch	h
2c

�29�

4 Maximum Power and Maximum Efficiency
Equations �25� and �29� in combination with Eq. �20� can be

used to find the power output P and the efficiency  as function of
the ratio of piston amplitudes �	�xh /�xc for given piston phase
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difference �	�h−�c. A typical result is shown in Fig. 2. In ob-
taining this figure, � was chosen so as to optimize P �solid line�.
The optimization was accomplished by numerically solving Eq.
�B6�. The temperature ratio Th /Tc was chosen equal to 4 as a
representative value. In these and all following results, Kch was
taken equal to 1. Figure 2 shows that in this particular case, maxi-
mum dimensionless power output and maximum efficiency both
occur at �	�xh /�xc near 1. The maximum efficiency in this case
is about 0.7.

The dimensionless power output P corresponds to the case of
given amplitude �xc of the compression piston �see Eq. �24��. An
alternative way of defining dimensionless power output would be
to take �xh rather than �xc to be the given constraint. This means
replacing �xc in the dimensional part of Eq. �24� by �xh. The
dimensional part then is increased by the factor �2, the dimension-
less part is divided by the same factor, thus leaving the physical
power output unchanged. The curve for P /�2 is included in Fig. 2.
It has a maximum of about 0.3 at �	�xh /�xc�0.4. This maxi-
mum is attained by increasing �xc by a factor of about 2.5 while
keeping �xh constant. The value of  /c corresponding to this
maximum is only about 0.45. On the other hand, if both �xc and
�xh are increased by a factor of about 2.5 �keeping ��1�, the
maximum physical power output increases by a factor of about
2 .52. Under this scenario, the efficiency  /c remains at about
0.7. This example illustrates that the constraint of given �xc leads
to more desirable outcomes than does the one of given �xh.
Therefore, only the former constraint is considered in the remain-
der of the paper.1

Results obtained when � is chosen so as to optimize  /C
instead of P are shown in Fig. 3. They are obtained by numeri-
cally solving Eq. �B14� instead of Eq. �B6�. The results are seen to
be similar to those of Fig. 2. The curve for  /c in Fig. 3 is only
slightly higher than the corresponding curve in Fig. 2, and the
curve for P is only slightly lower than that in Fig. 2.

Figures 2 and 3 represent the special case F=1 and Kcr=1. In
order to investigate the influence of these parameters on perfor-
mance, the maximum value of the power output was obtained by

optimizing P given by Eq. �25� with respect to both � and �. This
involved the numerical solution of two equations with � and � as
the two unknowns �Eqs. �B6� and �B11��. Results for Pmax at
Th /Tc=4 are plotted in Fig. 4 as function of F for various values
of Kcr. Also shown are the corresponding values of the efficiency
* /C �superscript “*” denotes quantities that correspond to op-
timized power output Pmax�. The limiting value of Pmax at F=0,
Kcr=0 is given by �Th /Tc−1�2 / �2�Th /Tc��Th /Tc+1��, which
equals 9/40 at Th /Tc=4 �Eq. �C24��. The value of Pmax at F=0
decreases significantly as Kcr increases. The limiting value of the
efficiency * /C at Th /Tc=4 equals 1 / �1+Tc /Th�=4/5 for all
values of Kcr �Eq. �C25��. For Kcr�0, all curves decrease as
frequency increases. The decreases are faster for larger values of
Kcr. The physical explanation for this effect is that larger Kcr and
larger F lead to less effective transmission of pressure waves
across the regenerator.

The limiting values at F=0 constitute upper bounds on perfor-
mance as function of Kcr. Expressions for these bounds are de-
rived in Appendix C, and results are shown in Fig. 5. Both power

1In �24�, the amplitude of the pressure on the expansion side was taken to be
given. The efficiency corresponding to maximum nondimensional power output then
was shown to be half of the Carnot efficiency. If, instead, the amplitude of the
pressure on the compression side is taken to be given, the efficiency corresponding to
maximum nondimensional power output is considerably higher. This is analogous to
the present situation with respect to taking either �xh or �xc to be given.

Fig. 2 Nondimensional power outputs P, P /�2 and thermal ef-
ficiency � /�C as function of piston amplitude ratio �Æ�xh /�xc
for the case Th /Tc=4, F=1, Kcr=1. � was chosen to optimize P.

Fig. 3 Nondimensional power output P and thermal efficiency
� /�C as function of piston amplitude ratio �Æ�xh /�xc for the
case Th /Tc=4, F=1, Kcr=1. � was chosen to optimize � /�C.

Fig. 4 Nondimensional power output Pmax and corresponding
thermal efficiency �* /�C as function of frequency F, at several
values of regenerator void volume Kcr
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output and thermal efficiency increase with temperature ratio. The
increases in power output are seen to be quite pronounced.

Curves for �* and �* corresponding to optimized power output
Pmax are shown in Fig. 6. The value of �* equals −	 /2 at F=0,
and gradually decreases as F increases. The values of �* are
slightly less than 1 over most of the frequency range. However, as
F goes to zero, �* goes to �.

Figures 4–6 represent results obtained by optimizing P with
respect to � and �. The corresponding values of efficiency  are
below their possible maximum values max. Results for mac were
obtained by optimizing  given by Eq. �29� with respect to both �
and �. This involved solving Eqs. �B14� and �B17� for � and �.
Curves for the resulting max at Th /Tc=4 are plotted in Fig. 7.
Also shown are the corresponding values P+ of the power output
�superscript “+” denotes quantities corresponding to optimized ef-
ficiency max�. At Kcr=0, max/C=1 and P+=0 for all frequen-
cies F. Comparison with Fig. 4 shows that optimizing efficiency 

rather than power output P leads to somewhat higher values of
efficiency, but to considerably lower values of power output at
low frequencies.

A geometry of practical interest is that in which the ratio � of
piston amplitudes equals 1. Values for P and  at �=1 as function
of frequency F are shown in Fig. 8. The value of � at each F was
chosen so as to optimize P. This involved solving Eq. �B6� with
�=1. For each nonzero value of Kcr, there is only a limited range
of frequencies over which power output and efficiency are posi-
tive. Within this range, the power output has a maximum, while
the efficiency always decreases as frequency increases. At low
frequencies, the power output approaches zero as a result of the
restriction �=1 �compare Fig. 6�. As in Fig. 4, both power output
and efficiency decrease markedly as Kcr increases.

All of the previous results are based on the realistic case of
finite regenerator conductivity Cxr /Lr. In the limit of infinite re-
generator conductivity, the dimensionless frequency F becomes
zero, while the product FCxr /Lr=�Vc / ��po� remains finite. In this
case the power output of Eq. �24� can be rewritten as

Fig. 5 Upper bounds for power output Pmax and correspond-
ing thermal efficiency �* /�C as function of regenerator void vol-
ume parameter Kcr

Fig. 6 Piston amplitude ratio �* and phase difference �* as
function of frequency F, at P=Pmax

Fig. 7 Thermal efficiency �max/�C and corresponding power
output P+ as function of frequency F, at several values of rela-
tive regenerator void volume Kcr

Fig. 8 Thermal efficiency � /�C and power output P as func-
tion of frequency F, at piston amplitude ratio �=1, for several
values of relative regenerator void volume Kcr
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P̃
˙ � =

1

2

�Vc

�po
��xc�poA

Vc
�2

P� �30�

where the dimensionless power output P� is given by

P� =
�Kch	h

2c − b�
a2 + b2 �31�

The latter quantity is plotted in Fig. 9 as function of the regenera-
tor void volume parameter Kcr, for �=1 and various values of the
temperature ratio Th /Tc. The value of � at each Kcr was chosen so
as to optimize P�. Also plotted is the corresponding value of
 /c, which equals 1 in the limit of infinite regenerator conduc-
tivity. This illustrates that the losses in efficiency found previously
are due to friction inside the regenerator.

As stated in Sec. 1, the regenerator was taken to be thermally
perfect. In this idealized case, there still are losses due to irrevers-
ible heat transfer at the regenerator ends. However, these “inter-
face losses” are of second order, and hence do not manifest them-
selves in a linearized theory �20,26�.

5 Conclusions
The performance of a Stirling engine was analyzed taking ac-

count of dissipation in the regenerator, while neglecting all other
losses. The power output was expressed as the product of a di-
mensional factor and a nondimensional factor P. The dimensional
factor contains the amplitude �xc of the compression piston,
which was considered a given constraint. Both the nondimen-
sional power output P and the thermal efficiency  depend on the
piston amplitude ratio � and the piston phase difference �. This
dependence is illustrated in Figs. 2 and 3 for the particular case of
frequency F=1, regenerator void volume parameter Kcr=1, and
regenerator temperature ratio Th /Tc=4. The difference between
the two figures is that � is chosen to optimize P in Fig. 2, and to
optimize  in Fig. 3. There is little difference between the two
figures. Both P and  achieve their maximum values at ��1in
this particular case. Curves for the maximum possible values of P
as function of F for various values of Kcr are given in Fig. 4. The
value of Pmax at Kcr=0 is given by �Th /Tc−1�2 / �2�Th /Tc��Th /Tc

+1��, which equals 9/40 for Th /Tc=4. Increases of Kcr cause sig-
nificant decreases in Pmax. These decreases are most pronounced
at higher frequencies F. There is no positive power output beyond
certain values of F. Figure 4 also shows curves for the corre-
sponding values of thermal efficiency * /C. At Kcr=0, * /C

=1/ �1+Tc /Th�. This result equals 4/5 for Th /Tc=4, and is inde-
pendent of frequency F. For Kcr�0, the values of * /C decrease
with increasing F. The decreases are more pronounced at larger
values of Kcr. It follows that the results at F=0 represent upper
bounds for the power output. Expressions for these upper bounds
as function of Kcr and Th /Tc were derived using the perturbation
analysis presented in Appendix C �see Eq. �C24��. Results are
shown Fig. 5. The bounds increase strongly with increasing Th /Tc,
and decrease slowly with increasing Kcr. Also shown in Fig. 5 are
corresponding curves for the efficiency * /C. The latter also
increase with Th /Tc, but they are independent of Kcr.

The values of the ratio of piston amplitudes �*	�xh
* /�xc and

the piston phase difference �*	�h
*−�c corresponding to the

maximum power outputs of Fig. 4 are shown in Fig. 6. The value
of �* is slightly below 1 over most of the frequency range, but
goes to infinity as F approaches 0. This means that the upper
bounds for power output shown in Fig. 5 require an infinitely
large ratio of piston amplitudes, and hence are out of reach in any
practical sense.

Results analogous to Fig. 4 but with optimized  instead of
optimized P are shown in Fig. 7. As frequency F goes to zero, the
efficiency max/C goes to its ideal value of 1, and the power
output P* goes to zero. The curves for max/C are somewhat
higher than the corresponding ones in Fig. 4. The curves for P* in
Fig. 7 are considerably below the corresponding one for Pmax in
Fig. 4.

Figure 8 shows  /C and P for the case Th /Tc=4 with piston
amplitude ratio �=1. In computing these results, the value of �
was chosen so as to optimize P. In the limit of zero frequency, the
power output P equals zero and the efficiency  /C equals 1. For
each value of Kcr, there is a value of frequency F at which the
power output is maximum. The values of  /C at this frequency
are on the order of 0.8.

All of the results obtained are based on the realistic case of
finite regenerator conductance Cxr /Lr. In the limit Cxr /Lr→�, the
formulation of the problem needs to be reconsidered. In this limit,
the thermal efficiency equals the Carnot efficiency. This illustrates
that the losses in efficiency found for finite Cxr /Lr are due to
friction in the regenerator.

The results obtained represent upper bounds on power output
and efficiency. The bounds apply to all heat engines using a re-
generator. Taking account of these bounds can provide a standard
of comparison in assessing the performance such heat engines.

Left out of account here are nonlinear effects, as well as losses
associated with heat transfer over finite temperature differences in
the regenerator. These losses will cause decreases in performance
beyond those described here. Their inclusion is not within the
scope of the present paper.

Nomenclature
A � cross-sectional area �m2�

a ,b ,c � see Eqs. �26�–�28�
ai ,bi ,ci � i=1–6; see Appendix C

Cxr � conductance with respect to pressure gradient
�m5s/kg�

Ci � i=1–4, complex functions of Th /Tc and 
;
Appendix A and B

F � dimensionless frequency; Eq. �10�
Kch � Vh / �Vc�
Kcr � �ALr / �Vc�
Khr � �ALr / �Vh�

k � polytropic constant
L � distance �m�
P � nondimensional power

P̃
˙

� power �W�
po � average pressure �Pa�

Fig. 9 Power output P� and thermal efficiency � /�C as func-
tion of Kcr, at infinite regenerator conductivity Cxr /Lr and piston
amplitude ratio �=1
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p � pressure �Pa�
Q̇ � rate of heat flow �W�
T � temperature �K�
t � time �s�

V � volume �m3�
V̇ � volume flow rate �m3/s�

W̃
˙

� rate of work done �W�
X � dimensionless pressure distribution in regenera-

tor; Eq. �A1�
xr � axial coordinate in regenerator �m�

x ,y ,x � see Eq. �C16�

� � denotes average over a cycle

Greek Symbols

 � dimensionless diffusivity; equals 1 / �KcrF�
� � ratio of specific heats; equals 5/3 for a noble

gas
� � denotes amplitude of first order quantity
� � pressure phase difference, �h−�c

�h ,�c � phase angles of pressures; Eqs. �1� and �2�
 � thermal efficiency

C � Carnot thermal efficiency, 1−Tc /Th

�̇ � dimensionless flow rate; Eq. �10�
� � −�+Th /�T
� � dimensionless axial coordinate; Eq. �10�

	h � ratio of pressure amplitudes, �ph /�pc
	r � dimensionless pressure in regenerator; Eq. �10�
� � density �kg/m3�
� � �t, nondimensional time
� � piston phase difference, �h−�c

�h ,�c � phase angles of pistons; Eqs. �3� and �4�
� � ratio of piston amplitudes, �xh /�xc
� � angular frequency �s−1�

Subscripts
C � Carnot
c � cold; compression space
h � hot; expansion space

max � maximum
o � unperturbed
r � regenerator

Superscripts
� � denotes dimensional quantity
* � denotes quantities corresponding to Pmax
+ � denotes quantities corresponding to max

Appendix A: Results for Regenerator
Upon setting

	r��,�� = X���ei� �A1�
the spatial part of the Eq. �14� becomes

d2X

d�2 +
1

�o

d�o

d�

dX

d�
=

i



X �A2�

For a linear temperature distribution in the regenerator

To��� = Th − �T� �A3�

where �T	Th−Tc. Use of the ideal gas equation �o= po / �RTo�
�where po is a constant� then provides

1

�o

d�o

d�
=

1

− � + Th/�T
�A4�

The regenerator pressure pr�xr=Lr ,�� at the cold side must equal
the compression chamber pressure pc���. This provides the bound-
ary condition X��=1�=1. Similarly, pr�xr=0,�� must equal the

expansion chamber pressure ph���, which provides the second
boundary condition X��=0�=	hei�. The solution of Eq. �A2� un-
der these boundary conditions is

X��� = C+�+H1
�1���+� + C−�−H1

�1���−� �A5�

where

�± 	 ± �− � +
Th

�T
� e−i	/4

�

�A6�

C+ = �B1h − B1c	hei��/D, C− = �A1c	hei� − A1h�/D �A7�

D = A1cB1h − A1hB1c �A8�

A1c = �cH1
�1���c�, B1c = − �cH1

�1��− �c� �A9�

A1h = �hH1
�1���h�, B1h = − �hH1

�1��− �h� �A10�

�c = �Tc/�T�e−i	/4/�
, �h = �Th/�T�e−i	/4�
 �A11�

H1
�1� is the first Hankel function of first order. The two terms in Eq.

�A5� represent pressure waves originating at the two ends of the
regenerator, respectively. The amplitudes of these waves decay in
an exponential fashion.

Using Eqs. �13�, �A1�, and �A5�, it is found that

�̇r = − 

dX

d�
ei� = �
ei��−	/4��C+�+H0

�1���+� − C−�−H0
�1���−��

�A12�

where H0
�1� is the first Hankel function of zero order, and where

use was made of the relation

d

dz
�zH1

�1��z�� = zH0
�1��z�

��27�, Section 3.60, Eq. �9��. It follows from Eq. �A12� that the
dimensionless flow rates at the two sides of the regenerator are
given by

�̇r,�=0 = 
�C1 + C2	hei��ei�, �̇r,�=1 = 
�C3 + C4	hei��ei�

�A13�

where

C1 = �AohB1h − A1hBoh�/D, C2 = �− AohB1c + A1cBoh�/D
�A14�

C3 = �AocB1h − A1hBoc�/D, C4 = �− AocB1c + A1cBoc�/D
�A15�

Aoc =
e−i	/4

�

�cH0

�1���c�, Boc =
e−i	/4

�

�cH0

�1��− �c� �A16�

Aoh =
e−i	/4

�

�hH0

�1���h�, Boh =
e−i	/4

�

�hH0

�1��− �h� �A17�

The quantities C1, C2, C3, and C4 all are known once the values
of Th /Tc, Kcr, and F have been specified.

Equivalent results for these quantities are available for the case
of an exponential temperature distribution in the regenerator �25�.
The performance characteristics for the linear and exponential
temperature distributions are quite similar �22,25�.

Appendix B: Optimization Procedures
In optimizing P and  with respect to � and �, it is convenient

to write
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	hei� =
A + iB

C + iD
�B1�

It follows from Eq. �20� that

A��,�� = � cos ��F − Im�C3�� − � sin � Re�C3� + Im�C1�
�B2�

B��,�� = � cos � Re�C3� + � sin ��F − Im�C3�� − Re�C1�
�B3�

C��,�� = � cos � Im�C4� + � sin � Re�C4� − FKch − Im�C2�
�B4�

D��,�� = − � cos � Re�C4� + � sin � Im�C4� + Re�C2� �B5�

Optimization of P�� ,�� given by Eqs. �25�–�28� and �20� with
respect to � for given � requires finding � by solving the equation

� �P��,��
��

�
�

= � �P

�	h
�

�
� �	h

��
�

�

+ � �P

��
�

	h

� ��

��
�

�

= 0 �B6�

where

� �P

�	h
�

�

=
1

�a2 + b2�2 ��a2 + b2��Re�C1e−i�� + 2FKch	hc� + �a2 − b2

+ 2Kch	h
2bc� Re�C4ei�� − 2a�Kch	h

2c − b� Im�C4ei���
�B7�

� �P

��
�

	h

=
	h

�a2 + b2�2 �− �a2 + b2�Im�C1e−i�� − 2a�Kch	h
2c

− b� Re�C4ei�� + �− a2 + b2 − 2Kch	h
2bc�Im�C4ei��� ,

�B8�

� �	h

��
�

�

=
1

�C2 + D2�2	h
��C2 + D2��A

�A

��
+ B

�B

��
� − �A2 + B2�

��C
�C

��
+ D

�D

��
�� �B9�

� ��

��
�

�

= −
B

A2 + B2

�A

��
+

A

A2 + B2

�B

��
+

D

C2 + D2

�C

��
−

C

C2 + D2

�D

��

�B10�

After � has been found for the specified value of �, all quantities
of interest follow directly.

Similarly, optimization of P�� ,�� with respect to � for given �
requires solving the equation

� �P��,��
��

�
�

= � �P

�	h
�

�
� �	h

��
�

�

+ � �P

��
�

	h

� ��

��
�

�

= 0

�B11�

where

� �	h

��
�

�

=
1

�C2 + D2�2	h
��C2 + D2��A

�A

��
+ B

�B

��
� − �A2 + B2�

��C
�C

��
+ D

�D

��
�� �B12�

� ��

��
�

�

= −
B

A2 + B2

�A

��
+

A

A2 + B2

�B

��
+

D

C2 + D2

�C

��
−

C

C2 + D2

�D

��

�B13�

Optimization of �� ,�� given by Eqs. �29� and �20� with re-
spect to � for given � requires finding � by solving

� ���,��
��

�
�

= � �

�	h
�

�
� �	h

��
�

�

+ � �

��
�

	h

� ��

��
�

�

= 0

�B14�

where

� �

�	h
�

�

=
1

KchF	h
2�2bF

c	h
+

1

c
Re�C4ei�� +

b

Kchc2	h
2 Re�C1e−i���

�B15�

� �

��
�

	h

= −
1

KchF	h
2c2�c	h Im�C4ei�� +

b

Kch	h
Im�C1e−i���

�B16�

Finally, optimization of �� ,�� with respect to � for given �
requires finding � by solving

� ���,��
��

�
�

= � �

�	h
�

�
� �	h

��
�

�

+ � �

��
�

	h

� ��

��
�

�

= 0

�B17�

Appendix C: Results for C1, C2, C3 and C4 in the Limit
of Zero Frequency

The limit F=0 corresponds to 
=�. In order to derive analytic
results in this limit, Eq. �A4�� is substituted in Eq. �A2�, and the
result is rewritten as

d2X

d�2 −
1

�

dX

d�
=

i



X �C1�

where �	−�+Th /�T. To second order in 1/
, the solution of this
equation under the boundary conditions X��=Th /�T�=	hei�,
X��=Tc /�T�=1 is

X��� = a0 + a2�2 + i
−1�b0 + b2�2 + b2��2 ln��� + b4�4� + 
−2�c0

+ c2�2 + c2��2 ln��� + c4�4 + c4��4 ln��� + c6�6� �C2�

where

a0 =
�Th/Tc�2 − 	hei�

�Th/Tc�2 − 1
, a2 =

1 − a0

�Tc/�T�2 , b4 =
a2

8
, b2� =

a0

2

b2 = −
1

�Th/�T�2 − �Tc/�T�2�b2��� Th

�T
�2

ln� Th

�T
�

− � Tc

�T
�2

ln� Tc

�T
�� + b4�� Th

�T
�4

− � Tc

�T
�4��

b0 = − b2� Th

�T
�2

− b2�� Th

�T
�2

ln� Th

�T
� − b4� Th

�T
�4

c6 = −
b4

24
, c4� = −

b2�

8
, c4 = −

b2

8
−

3c4�

4
, c2� = −

b0

2

c2 = −
1

�Th/�T�2 − �Tc/�T�2�c2��� Th

�T
�2

ln� Th

�T
�

− � Tc

�T
�2

ln� Tc

�T
�� + c4�� Th

�T
�4

− � Tc

�T
�4�

+ c4��� Th

�T
�4

ln� Th

�T
� − � Tc

�T
�4

ln� Tc

�T
��

+ c6�� Th

�T
�6

− � Tc

�T
�6��
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c0 = − c2� Th

�T
�2

− c2�� Th

�T
�2

ln� Th

�T
� − c4� Th

�T
�4

− c4�� Th

�T
�4

ln� Th

�T
� − c6� Th

�T
�6

�C3�

It follows from Eqs. �A13� that

C1 + C2	hei� = dX/d���=Th/�T, C3 + C4	hei� = dX/d���=Tc/�T

�C4�

Upon defining

Cj = Cj0 + 
−1Cj1 + 
−2Cj2 + ¯ �j = 1,2,3,4� �C5�

equating coefficients of terms without and with 	hei� yields

C10 = �2a2
Th

�T
�

	hei�=0

=
− 2Th/Tc

Th/Tc + 1

C20 = �2a2
Th

�T
�

	hei�=1

− C10 =
2Th/Tc

Th/Tc + 1
�C6�

C30 = �2a2
Tc

�T
�

	hei�=0

=
− 2

Th/Tc + 1

C40 = �2a2
Tc

�T
�

	hei�=1

− C30 =
2

Th/Tc + 1
�C7�

C11 = �2b2
Th

�T
+ b2��2

Th

�T
ln� Th

�T
� +

Th

�T
� + 4b4� Th

�T
�3�

	hei�=0

�C8�

C21 = �2b2
Th

�T
+ b2��2

Th

�T
ln� Th

�T
� +

Th

�T
� + 4b4� Th

�T
�3�

	hei�=1

− C11 �C9�

C31 = �2b2
Tc

�T
+ b2��2

Tc

�T
ln� Tc

�T
� +

Tc

�T
� + 4b4� Tc

�T
�3�

	hei�=0

�C10�

C41 = �2b2
Tc

�T
+ b2��2

Tc

�T
ln� Tc

�T
� +

Tc

�T
� + 4b4� Tc

�T
�3�

	hei�=1

− C31 �C11�

C12 = �2c2
Th

�T
+ c2��2

Th

�T
ln� Th

�T
� +

Th

�T
� + 4c4� Th

�T
�3

+ c4��4� Th

�T
�3

ln� Th

�T
� + � Th

�T
�3� + 6c6� Th

�T
�5�

	hei�=0

�C12�

C22 = �2c2
Th

�T
+ c2��2

Th

�T
ln� Th

�T
� +

Th

�T
� + 4c4� Th

�T
�3

+ c4��4� Th

�T
�3

ln� Th

�T
� + � Th

�T
�3� + 6c6� Th

�T
�5�

	hei�=1

− C12 �C13�

C32 = �2c2
Tc

�T
+ c2��2

Tc

�T
ln� Tc

�T
� +

Tc

�T
� + 4c4� Tc

�T
�3

+ c4��4� Tc

�T
�3

ln� Tc

�T
� + � Tc

�T
�3� + 6c6� Tc

�T
�5�

	hei�=0

�C14�

C42 = �2c2
Tc

�T
+ c2��2

Tc

�T
ln� Tc

�T
� +

Tc

�T
� + 4c4� Tc

�T
�3

+ c4��4� Tc

�T
�3

ln� Tc

�T
� + � Tc

�T
�3� + 6c6� Tc

�T
�5�

	hei�=1

− C32 �C15�

Because 
=1/ �KcrF�, the preceding results are valid also in the
limit Kcr=0 for any value of F.

The remainder of this appendix concerns the case F=0 for ar-
bitrary Kcr. In order to optimize P given by Eq. �25� at F=0, we
set

	h = 1 + x/
2 + h.o., � = y/
 + z/
2 + h.o. �C16�
�this choice is guided by numerical results�. The factor between
parentheses in Eq. �25� then becomes �Kcr /
��N0+N1x�+h.o.,
where

N0 = − y2 − y�C11 + C41� − C12 − C22 + C32 + C42

N1 = − 2�Th/Tc − 1�/�Th/Tc + 1� . �C17�

The quantities a and b become

a = − 1 + Kcr� 2

Th/Tc + 1
y + C31 + C41� +

1



C40z + h.o.

�C18�

b = −
1



Kcr� 2

Th/Tc + 1
�x −

y2

2
� − yC41 + C42� + h.o. �C19�

Nonzero values of P in the limit 
=� require a=0 to lowest
order, and hence

y = � 1

Kcr
− C31 − C41�Th/Tc + 1

2
�C20�

Optimization of P furthermore requires z=0. This leads to a=0
+O�1/
2�, b= �1/
��D0+D1x�, where

D0 = − Kcr�−
1

Th/Tc + 1
y2 − yC41 + C32 + C42�

D1 = − Kcr

2

Th/Tc + 1
�C21�

It follows that in the limit 
=� for all Kcr

P = �N0 + N1x�/�D0 + D1x�2 �C22�

Optimization with respect to x yields

Pmax =
N1

2

4D1�N1D0 − N0D1�
�F = 0, all Kcr� �C23�

at x*=D0 /D1−2N0 /N1. In the limit of zero regenerator void vol-
ume, this result reduces to

Pmax = �Th/Tc − 1�2/�2�Th/Tc��Th/Tc + 1�� �F = 0,Kcr = 0�
�C24�

Substituting the results obtained for x, y, and z in Eq. �29� for the
thermal efficiency leads to *= �1−Tc /Th� / �1+Tc /Th�, and hence
to

*/C = 1/�1 + Tc/Th� �F = 0, all Kcr� �C25�
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A Study of On-Line and Off-Line
Turbine Washing to Optimize the
Operation of a Gas Turbine
This paper highlights the procedure followed in order to establish an effective on-line and
off line water wash program on a fleet of 36 small industrial turbines. To determine the
efficacy of water washing, a program of tests under controlled conditions was organized.
With proper condition monitoring techniques, a set of tests were developed in order to
identify the proper water wash frequency and the dissolving agent used to water wash.
The goal of the water wash program is to maximize turbine power, and efficiency, while
minimizing maintenance labor, and material. The gas turbine compressor isentropic ef-
ficiency, the overall heat rate, and the overall thermal efficiency were used to compare
the tests and evaluate the performance of different water wash frequencies and solvents.
8760 points defined each test as the data were taken over a 1 yr time period, at a 1 h
interval. �DOI: 10.1115/1.2181180�

Introduction

The new gas turbines are the corner stone of the rise of the
combined cycle as the power source of the new millennium. The
new gas turbines have a very high pressure ratio, a high firing
temperature, and in some case a reheat burner in the gas turbine.
The gas turbines have also new dry low NOx combustors. The
combination of all these components has dramatically increased
the thermal efficiency of the gas turbine. The gas turbine since the
early 1960s has gone from efficiencies as low 15–17% to effi-
ciencies around 45%. This has been due to the pressure ratio in-
crease from around 7:1 to as high as 30:1, and an increase in the
firing temperature from about 1500°F �815°C� to about 2500°F
�1371°C�. With these changes we have also seen the efficiency of
the major components in the gas turbine increase dramatically.
The gas turbine compressor efficiency increased from around 78%
to 87%; the combustor efficiency from about 94% to 98%, and the
turbine expander efficiency from about 84% to 92%.

The higher-pressure-ratio compressors are subject to fouling,
and can result in surge problems or blade excitation problems,
which lead to blade failure. The effect of compressor fouling is
also very important on the overall performance of the gas turbine
since it uses nearly 60% of the work generated by the gas turbine.
The effect of fouling of the compressor, which reduces the com-
pressor efficiency, leads to a reduction in the overall efficiency
�1–3�.

The cleaning of these blades by on line water washing is a very
important operational requirement. The practice of using abrasive
cleaning by injecting walnut shells, rice or spent catalyst is being
suspended in most new and old plants. Where used, it must be
carefully evaluated; rice, for instance, is a very poor abrasive
since it shatters and tends to get into seals, bearings, and into the
lubrication system. Walnut shells should never be used since they
tend to collect inside the heat recovery steam generator �HRSG�
system and in some cases have been known to catch on fire.
Abrasive cleaning is replaced with on-line water wash.

In many plants, on-line water wash procedures have contributed
literally hundreds of thousands of dollars to the bottom line.

General Characteristics of Gas Turbines
The increase in compressor pressure ratio decreases the operat-

ing range of the compressor. The operating range of the compres-
sor stretches from the surge line at the low flow end of the com-
pressor speed line to the choke point at the high flow end. As seen
in Fig. 1, the lower-pressure speed line has a larger operational
range than the higher pressure speed line. Therefore, the higher-
pressure-ratio compressors are more susceptible to fouling, and
can result in surge problems or blade excitation problems, which
can lead to blade failures.

The drop in pressure ratio at the turbine inlet due to filter foul-
ing, amounts to a substantial loss in the turbine overall efficiency,
and the power produced. An increase in the pressure drop of about
25 mm WC amounts to a drop of about 0.3% reduction in power.
Table 1 shows the approximate changes that would occur for
changes in ambient conditions; the fouling of the inlet filtration
system and the increase in back pressure on the gas turbine in a
combined cycle mode. These modes were selected because these
are the most common changes that occur on a system in the field.
It must be remembered that these are just approximations and will
vary for individual power plants.

Figure 2 shows the effect of compressor fouling on overall
cycle efficiency. The effect of fouling of the compressor, which
reduces the compressor efficiency, leads to a reduction in the over-
all efficiency. The higher the pressure ratio of the compressor, the
greater the reduction in the overall thermal efficiency of the tur-
bine as can be seen in Fig. 2.

On-line water washing is a very important operational require-
ment. On-line water washing is not the answer to all compressor
fouling problems since after each wash the full power is not re-
gained; therefore, a time comes when the unit needs to be cleaned
off-line, as seen in Fig. 3.

The time for off-line cleaning must be determined by calculat-
ing the loss of income in power as well as the cost of labor to do
so and equate it against the extra energy costs. In the trade-off
between performance and availability one must consider the fact
that the reduction in power should also be treated as equivalent
forced outage hours, thus reducing the plant availability.

The availability of a power plant is the percent of time the plant
is available to generate power in any given period at its accep-
tance load. The acceptance load or the net established capacity
would be the net power generating capacity of the power plant at
design or reference conditions established as result of the perfor-
mance tests conducted for acceptance of the plant. The actual
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power produced by the plant should be corrected to the design or
reference conditions and is the actual net available capacity of the
power plant. Thus, it is necessary to calculate the effective forced
outage hours, which are based on the maximum load the plant can
produce in a given time interval when the plant is unable to pro-
duce the power required of it. The effective forced outage hours is
based on the following relationship:

EFH = HOx
�MWd − MWa�

MWd
�1�

The availability of a plant can now be calculated by the following
relationship, which takes into account the stoppage due to both
forced and planned outages, as well as the forced effective outage
hours:

A =
�PT − PM − FO − EFH�

PT
�2�

The reliability of the plant is the percentage of time between
planned overhauls and is defined as:

R =
�PT − FO − EFH�

PT
�3�

Availability and reliability have a very major impact on the
plant economy. Reliability is essential in that when the power is
needed it must be there. When the power is not available it must
be generated or purchased and can be very costly in the operation
of a plant. Planned outages are scheduled for nonpeak periods.
Peak periods is when the majority of the income is generated as
usually there are various tiers of pricing depending on the de-
mand. Many power purchase agreements have clauses that contain
capacity payments, thus making plant availability critical in the
economics of the plant.

Reliability of a plant depends on many parameters, such as the
type of fuel, the preventive maintenance programs, the operating
mode, the control systems, and the firing temperatures.

Axial Flow Gas Turbine Compressor Performance. The tur-
bine compressor efficiency and pressure ratio are closely moni-
tored to ensure that the turbine compressor is not fouling. Based
on these computations the turbine compressor on-line water wash
was evaluated. The gas turbine axial compressor work amounts to
between 60% and 65% of the total work produced by the gas
turbine.

The overall compressor work is calculated using the following
relationship:

Wc = m�H2a − H1� = mcpavgT1��P2

P1
���−1/��

− 1�/�ad �4�

The work per stage is calculated assuming the energy per stage is
equal, this has been found to be a better assumption than assuming
the pressure ratios per stage to be equal. It is necessary to know
this if there is an interstage bleed of the air for cooling or other
reasons.

Wstg =
Wc

Nstg
�5�

It is of great importance that the unit operates as close to its
point of maximum efficiency without operating in an unstable
flow region. The benefits of having a performance evaluation at
any given time outweigh the expense for obtaining this type of

Table 1 Effect of various parameters on the output and heat
rate

Parameters
Parameter
Change Power Output Heat Rate Change

Ambient
Temperature

10°C −6.5% 2%

Ambient
Pressure

10 mbar 0.9% 0.9%

Ambient
Relative

Humidity

10% −0.0002% 0.0005%

Pressure Drop in
Filter

25 mm WC −0.5% 0.3%

Increase in Gas
Turbine Back

Pressure

25 mm WC −0.25% 0.08%

Fig. 1 Compressor performance map

Fig. 2 Effect of compressor efficiency drop on the overall
thermal efficiency reduction

Fig. 3 Effect of compressor water wash on power output
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analysis. Some of the benefits include longer operating intervals
between overhauls, reduction in operating expenses, and greater
operating equipment knowledge.

The work of the compressor under ideal conditions occurs at
constant entropy. The actual work occurs with an increase in en-
tropy; thus, the adiabatic efficiency can be written in terms of the
total changes in enthalpy:

�ad =
Isentropic Work

Actual Work
=

�H2TI − HIT�
�H2a − H1T�

�6�

where

H2TI = total enthalpy of the gas at isentropic exit conditions

H2a = Total enthalpy of the gas at actual exit conditions

H1 = total enthalpy of the gas at inlet conditions

For a calorically perfect gas, Eq. �6� can be written as:

�ad =
��P2

P1
���−1/��

− 1�
�T2a

T1
− 1� �7�

The actual process between the inlet and outlet being a polytropic
process, allows Eq. �7� to be re-written as follows:

�ad =
��P2/P1���−1/�� − 1�

��P2

P1
��n−1/n�

− 1� �8�

The polytropic efficiency is a concept of efficiency used in the
process industry as a basis of compressor evaluation. It is often
referred to small stage or infinitesimal stage efficiency.

Assuming that

P2 = P1 + �P

and

�P2

P1
�� n−1

n �
= �1 +

�P

P1
��n−1/n�

�9�

further assuming that

�P

P1
� 1

then expanding Eq. �9� using a Taylor series expansion and ne-
glecting second-order terms and substituting it into Eq. �8�, the
following relationship is obtained:

�p =

� − 1

�

n − 1

n

�10�

Overall Turbine Efficiency. The overall thermal efficiency of
the gas turbine in a simple cycle �varies between 25% and 47%
depending on the turbine� is computed to determine deterioration
of the turbine:

�th =
Power Output

Heat Input

�th =

Wpc

�mt

mfLHV
100 �11�

Heat rate of the turbine. The heat rate can now be easily
computed as

HR =
2544.4

�th

100

�12�

where

HR = Heat rate �BTU/hp − h�

Compressor Water Wash. On-line and off-line compressor
washing is a very important part of gas turbine operations. Two
approaches to compressor cleaning are abrasion and solvent clean-
ing. The use of abrasive cleaning has diminished due to erosion
problems, liquid washing is now primarily being used. The new
high-pressure compressors are very susceptible to dirt on the
blades, which can not only lead to a reduction in performance, but
can also lead to compressor surge. Washing efficacy is site spe-
cific due to the different environmental conditions at each plant.
There are many excellent techniques and systems for water wash-
ing. Operators must often determine the best approach for their
gas turbines. This includes what solvents if any should be used,
and the frequencies of wash. This is a complex technical-
economic problem also depending on the service that the gas tur-
bines are in and the plant surroundings.

Off-line water washing �with or without detergents� cleans by
water impact and by removing the water-soluble salts. It is impor-
tant that the water used should be demineralized water. The
detergent/water ratio is also another important parameter. Water
washing using a water-soap mixture is an efficient method of
cleaning. This cleaning is most effective when carried out in sev-
eral steps, which involve the application of a soap and water so-
lution, followed by several rinse cycles. Each rinse cycle involves
the acceleration of the machine to approximately 20–50% of the
starting speed, after which the machine is allowed to coast to a
stop. A soaking period follows during which the soapy water so-
lution may work on dissolving the salt.

A fraction of airborne salt always passes through the filter. The
method recommended for determining whether or not the foulants
have a substantial salt base, is to soap wash the turbine and collect
the water from all drainage ports available. Dissolved salts in the
water can then be analyzed.

Online washing is widely used as a means to control fouling by
keeping the problem from developing. The effect of water clean-
ing is usually not very effective after the first few stages. Tech-
niques and wash systems have evolved to a point where this can
be done effectively and safely. Washing can be accomplished by
using water, water-based solvents, petroleum-based solvents, or
surfactants. The solvents work by dissolving the contaminants,
while surfactants work by chemically reacting with the foulants.
Water-based solvents are effective against salt, but fare poorly
against oily deposits. Petroleum-based solvents do not effectively
remove salty deposits. With solvents, there is a chance of foulants
being redeposited in the latter compressor stages.

Even with good filtration, salt can collect in the compressor
section. During the collection process of both salt and other fou-
lants, an equilibrium condition is quickly reached, after which
re-ingestion of large particles occurs. This re-ingestion has to be
prevented by the removal of salt from the compressor prior to
saturation. The rate at which saturation occurs is highly dependent
on filter quality. In general, salts can safely pass through the tur-
bine when gas and metal temperatures are less than 1000°F. Ag-
gressive attacks will occur if the temperatures are much higher.
During cleaning, the actual instantaneous rates of salt passage are
very high together with greatly increased particle size.

Plant Equipment. Enterprise Products Mont Belvieu Plant op-
erates 36 gas turbines. The gas turbines are used to compress
process gases in heat pump, refrigeration process and power gen-
eration. Twenty-eight of the turbines are used in mechanical
drives, and eight of the turbines are used in power generation. All
of the turbines are used in a hot oil combine cycle that helps
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recover the energy in the waste heat. Most of the gas turbines are
in the 4000 hp range, but the largest turbine is a 15,000 hp Mars
turbine driving a process gas axial compressor. Thirty-three of the
36 gas turbines are equipped with on-line water wash capability.

Gas Turbine Configuration. The turbines used for all of the
online water wash test were Solar T4702S Centaur® generators.
All of the turbines are configured identically, and all of the tur-
bines have about the same amount of operating hours. These gen-
erator turbines are equipped with an inlet air prefilter with primary
filters made by Donaldson filters. The filter is configured with
cylindrical/conical filter synthetic media. The filtration system is a
Huff- and -Puff filter system. The filter efficiency is 99.5 on par-
ticles of 1–3 �m. The average pressure drop across the filters is
2.4 in. H2O. The Centaur® engines coupled to a speed reducer
gearbox and to a generator are capable of producing 3 MW. The
turbine exhaust is routed to a heat recovery unit that heats up a hot
oil media that is used for process purposes. The typical exhaust
gas temperature is around 950°F �510°C� before the hot oil coils
and 200°F �93°C� after the coils.

Performance Deterioration of a Gas Turbine. A gas turbine
engine requires frequent cleaning to maintain an efficient opera-
tion. Performance degradation in a gas turbine can be categorized
as recoverable and nonrecoverable. Recoverable performance is
the deterioration in a gas turbine performance that can be recov-
ered by engine cleaning, otherwise known as an on-line and off-
line water wash. Nonrecoverable degradation is the performance
deterioration of a gas turbine caused by internal engine compo-
nent wear. The only way to recover the nonrecoverable degrada-
tion is by performing a shop inspection and engine overhaul.

The rate at which a gas turbine deteriorates is affected primarily
by the amount of contaminants that enter the turbine through the
inlet air filters, ducts, water from evaporative coolers, fuel, and the
frequency as well as the thoroughness of engine water washing.
At times there exist unusual site conditions that accelerate the gas
turbine degradation. Unusual airborne contaminants from process
mists, smoke, and oil, and chemical releases, dust storms, sugar
cane burning smoke, and other sources have been documented to
accelerate engine degradation. It is for these reasons that a site-
specific test program should be conducted in order to optimize the
effectiveness of a turbine water wash program. Deterioration in
turbine performance is indicated by one or more of the following
conditions:

• slower engine acceleration
• engine compressor surge or stall
• lower power output
• loss of engine compressor discharge pressure
• increase in compressor discharge temperature

Figure 4 is a typical nonrecoverable power and heat rate deg-
radation curve as a function of equivalent engine operating hours
�EOH�. With an increase in equivalent engine operating hours
there is a sharp drop in delivered horsepower and an increase in
the turbine heat rate during the first 5000 equivalent operating
hours. These losses are nonrecoverable in most cases, and would
require the turbine to be returned to the shop, and new compo-
nents would be needed.

Different Wash Systems. There are primarily three different
types of wash systems: an on-line wash system, off-line crank
wash system, and manual hand-held crank wash system. These
cleaning systems are designed primarily to maintain the engine
compressor at its maximum efficiency. The effectiveness of a sys-
tem will greatly depend on their proper use. In order to evaluate
the effectiveness of these systems it is strongly recommend to link
the use of these systems to engine performance parameters.

For the most part, the on-line wash system is intended as a
supplement to the off-line crank wash system and not as a substi-
tute. In general, it is extremely important to implement a turbine

crank wash program in order to recover most of the recoverable
performance deterioration. At times when turbine crank washes
are put off due to operating constraints, there may be a need to
manually clean the turbine compressor blades, as a large buildup
of dirt will be on the blades. In order to manually clean the com-
pressor blades, the turbine compressor case has to be inspected
and hand scrubbed in the field. Testing has revealed that an addi-
tional five efficiency points were recovered in a Mars turbine
when an off-line water wash was performed.

On-Line Wash Cleaning System. The online wash cleaning
system is used while the turbine operating parameters are stable.
The system can be used without disturbing the operational unit;
thus, it does not matter if the turbine is operating at part or full
load. Cleaning the turbine compressor with the online wash sys-
tem should be a routine, and scheduled maintenance function. The
on-line water wash system is based on injecting atomized cleaning
fluid, thus avoiding any problems that could be associated with
abrasive cleaning methods that could erode blades, and damage
component coatings.

All of the gas turbines were equipped with an on-line water
wash system, as shown in Fig. 5.

The typical on-line wash system consists of a wash ring located
outside of the turbine inlet air plenum as seen in Fig. 6. The wash
ring has several pigtails that are connected to the eight atomizing
type nozzles, as seen in Fig. 7.

The wash nozzles are rated to discharge 0.24 gpm of wash fluid
at 100 psig. The wash fluid is stored in a 26 gallon SS holding
tank. The tank is equipped with a pressure connection used to

Fig. 4 Nonrecoverable losses in a gas turbine as a function of
equivalent operating hours

Fig. 5 Water wash system
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pressure up the tank in order to inject the wash fluid into the wash
ring through stainless steel piping. The system is portable and, is
moved from turbine to turbine.

Off-Line Crank Wash Cleaning System. The off-line crank
wash system is used while the turbine is out of service. The off-
line wash is performed when the turbine is manually cranked by
the engine starter with the fuel and ignition system de-activated.
This type of wash is more effective in recovering the performance
degradation that the turbine experiences. Before performing this
procedure most of the low drain piping, igniter, torch, pilot gas,
etc., is removed in order to avoid liquid pockets in the turbine fuel
igniter piping. The effectiveness of this cleaning method is en-
hanced by the use of different wash fluids. Manufactures recom-
mend different water and solvent base wash fluids, and field tech-
nicians have exhausted many different combinations of relatively
available household agents.

Our turbines are configured with a crank wash ring with nozzles
that do not atomize the water. The wash fluid is mixed and stored
in a 26 gallon SS holding tank. The tank is equipped with a pres-

sure connection and outlet connection. Plant air is used to force
the mixed fluid into the turbine inlet air plenum through the stain-
less steel piping and valves.

A preferred method used to perform a crank wash is through the
use of a hand-held wash wand. Several of the turbine inlet air
inspection covers have to be removed in order to obtain access in
to the compressor inlet. A hand-held wand is rotated around the
inlet turbine screen in order to spray the compressor air inlet
evenly.

Hand scrubbing the compressor blades is another method of
recovering the performance of an engine compressor. A routine
off-line crank wash is performed before the compressor case is
open for inspection and cleaning. This is a very labor-intensive
method that helps recover an additional level of performance. Not
all gas turbines compressor blades can be accessed in the field,
and the economic incentives have to be evaluated before this
method is undertaken. Currently, we perform this type of cleaning
on a Solar Mars 15000 SoLoNox™ turbine that has to operate 11
to 12 months continuously without any shutdowns while minimiz-
ing power loss. The expected engine compressor polytropic effi-
ciency improvement is about 0.5 to 1 efficiency point. In an en-
gine that has to run for 11 months without a crank wash, the extra
efficiency point is an added boost in fuel savings and additional
power delivered.

Wash Fluids

Water Specification for On-Line and Off-Line Water Wash.
Water quality for both on-line and off-line water washes must be
stringent, so as to ensure that impurities are not introduced. Table
2 gives a detailed specification of the quality of the water required
to complete a successful water wash.

Testing the quality of the water is critically essential before
performing a routine on-line water wash. A common problem with
demineralized water sources is the occasional fluid channeling in
the catalyst beds. A demineralized water-polishing skid after the
demineralized water is recommended for the turbine water wash
in order to ensure good water quality. Since the water wash of
each turbine is a batch mode, the polishing skid is designed for
small batch rates thus water consistency is maintained. Effective-
ness of every on-line water wash has greatly improved by incor-
porating a testing of the water quality. A detailed analysis of the
water for every water wash would be time consuming and expen-
sive, an alternative would be to use a hand held conductivity /total
dissolved solids/ pH meter. The meter readings should indicate a
water conductivity of �0.5 �mhos/cm, total dissolved solids of
�1.0 ppmw and pH between 7 and 9.

On-Line and Off-Line Water Wash Fluids. Many solvents
are used for turbine on-line and off-line water washing. Water
base, solvent base, industrial cleaners, and demineralized water
are just a few of the different types of agents used to clean gas
turbine engine compressors.

There are several types of water base agents used for compres-

Fig. 6 Gas turbine plenum showing the on-line water ring on
the outside of the plenum

Fig. 7 Inside view of air plenum showing the off-line water
wash ring and the on-line water wash nozzles

Table 2 Water specifications

Water Specification

Sodium and fluorine �1.9 ppmw
Chlorine �40 ppmw

Lead �0.7 ppmw
Vanadium �0.35 ppmw

Iron, tin, silicon,
Aluminum, copper,

manganese,
phosphorus,

calcium, and magnesium

�3.8 ppmw

Dissolved Solids �5 ppmw
pH 6–9
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sor cleaning. The most popular water base solvents contain low
metal content, and are derived from highly active natural oils and
surfactants. The water base agents are environmentally safe and
contain no solvents that are capable of dissolving and removing
engine deposits that accumulate with time. Other industrial agents
such as Mr. Clean™ have been known to work well in combina-
tion with water base agents and solvent base agents. Most turbine
manufactures offer to the users an approved list of soaps that can
be used with their turbines. It is extremely important not to use an
agent that the OEM does not approve or has not reviewed.

Many different types of solvent base agents are also used for
on-line and off-line turbine washes. Most solvents are derived
from hydrocarbon base stocks, and contain very little metals.
Most of these solvents are not fully considered environmental
friendly, but with the proper procedures these agents can be used
in a safe manner. These solvents are used predominantly during
off-line crank washes.

By far the most common agent used for water washing is dem-
ineralized water. Demineralized water systems are very effective
if the filtration system effectively filters out the majority of air-
borne particles and oily substances.

On-Line Water Wash Procedure. Before implementing a water
wash procedure, the procedure should be discussed with the tur-
bine manufacture and soap vendor supplier. Their expertise in the
subject in hand will contribute to your success with the program
in mind.

Obtain 25 gallons of demineralized water. Have water sampled
to meet the specifications required. If a water wash agent is used,
mix the fluids in the tank per the soap vendor’s specifications. The
water quantity required depends on the recommended soap to wa-
ter ratio and the size of the gas turbine.

Water washes are done with the turbine operating at steady state
conditions, and ambient temperatures above 40°F. Special proce-
dures must be applied if ambient temperatures are below 40°F.

Connect the outlet of the water wash cart to the turbine water
wash piping. Connect the air hose supply to the tank air inlet
valve, adjust the air pressure from your supply header to obtain 85
to 100 psig.

Open the tank water wash fluid outlet valve and the turbine
water wash inlet valve, which is connected to the water wash
manifold. The wash fluid will be forced into the turbine by the air
pressure in the tank. Observe turbine performance, the compressor
discharge pressure will rise and firing temperature will drop when
the water is injected. Power will increase, but will not affect pro-
cess variables. The turbine will have adequate power to maintain
its set points.

• Observe the time it takes to ingest the 25 gallons of fluid.
• If the time to ingest the fluid increases with time, then

the injection nozzles, are getting plugged.
• When the wash fluid ends, the turbine operation will

continue with out any problems.
• If a wash solvent is used, follow this same procedure

with a water only rinse.

Off-Line Crank Wash Procedure. Shut down the turbine and
allow sufficient time for the turbine to cool below 150°F �66°C�.
This is extremely important if solvent base agents will be used for
cleaning. Disconnect the lower case drain plug and igniter torch
tubing, remove all low point tubing components such as the gas
line to the fuel manifold, and install caps to all of the open lines.

Remove the Turbine Inlet Inspection Covers. Fill a hand-held
pump sprayer with the appropriate crank wash solution, water or
solvent base agent with its appropriate water mixture. Initiate
manual crank mode on the turbine engine. Spray the crank wash
solution into turbine inlet air bell mouth. Continue this process
until the wash solution is almost finished. Shut down the manual
crank mode and continue to spray the solution during the engine
coast down. Let the solution sit in the turbine for 10–15 min.

Introduce 10 gallons of demineralized water into the crank
wash water tank. Start manual crank mode, and inject the water
into the crank wash manifold. For better results use the hand-held
injection wand. Care must be taken to make sure foreign objects
are not sucked into the turbine air inlet, and that the protective
foreign object screens are in place before starting this procedure.

Inject a recommended detergent during turbine’s crank mode
and during coast down. Let the solution sit for about 10–15 min.
Fill the injection cart with 20–30 gallons of demineralized water.
Start manual turbine crank mode and inject water into turbine inlet
bell mouth. You can either use the hand injection wand or use the
water injection ring.

Continue to inject demineralized water until you obtain a clean
water stream out of the turbine drains.

Axial Compressor Instrumentation. In order to properly as-
sess the performance of the wash procedure, the compressor
horsepower, fuel flow, inlet temperature and pressure, and engine
compressor pressure and temperature, the axial flow compressors
were instrumented so that detailed data can be obtained. The axial
flow compressor can and does foul so that it is important to moni-
tor its performance to ensure that its operation is in a stable region
and operating close to its design point.

The pressure measurements are static measurements, whereas
the temperature measurements are total, since static temperatures
cannot be measured in any practical manner. With the instrumen-
tation available, the performance deterioration on any given day
can be computed. This instrumentation has been extremely helpful
in identifying the associated problems with the axial compressor
deterioration. The following is a list of the instrumentation on this
axial compressor.

In order to perform a thorough engine performance evaluation
the following parameters should be measured:

• compressor suction static pressure
• compressor suction total temperature
• compressor discharge static pressure
• compressor discharge total temperature
• gas producer speed
• barometer pressure
• firing temperature
• exhaust pressure and temperature.

Tests
Five tests were conducted on three identical gas turbine genera-

tor sets sitting next to each other, as seen in Fig. 8. These tests
were conducted to determine the proper solvents to use, and the
frequency of the washes that affect the performance. The tests
were conducted on these gas turbines being operated as baseline
turbines over a period of a year of turbine operation. Thus, each
turbine was operated for over 8600 h.

Fig. 8 Three Centaur-solar gas turbines
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Test One: Demineralized Water and Different Soap
Vendors. Figure 9 shows the results of a water wash only, and
soap washes, from two different soap vendors once a week on
three identical gas turbines located next to each other. In this
figure, the crank wash was performed after 45 h of operation.
After 90 h of operation the water quality was not being monitored
and the turbines were washed erroneously with water which did
not meet the specification given in Table 2. A large drop in com-
pressor performance was noted, indicating the fouling of the com-
pressor by contaminants in the water. The turbines were then
washed once again using water meeting the specifications as per
Table 2, and with a water-soap solution using a soap from two
different vendors. After 155 h, the turbine performance improved
on all three units. As can be seen, the wash with water alone was
just as good as soap solutions.

Test Two: Demineralized Water, Water Base Soap, and Sol-
vent Base Soap. The object of this test was to determine which
soap was better, solvent base or water base soap. Demineralized
water was used as a third agent. In Fig. 10, notice the vertical gap
between the water and the soap solutions in the earlier part of the
test. As time went on the vertical gap between the soaps and water
was reduced to almost nothing, indicating that the solvents were
more effective during the first week, but after some time the effi-
cacy of the solvents diminished to the point where they were no
more effective than plain demineralized water.

Test Three: Different Water Base Solvents. The object of this
test was to determine if a different vendor had a better water base
soap. Each vendor claims that their soap has a different chemistry
and different philosophy in how the soap cleans the compressor
blades. Only water base soaps were used as they are more envi-

ronmentally friendly. The tests were based on using the solvents
twice a week followed by a demineralized water rinse. Figure 11
shows the results of these tests and indicates that all of the soaps
had exactly the same results.

Test Four: Different Frequencies With Demineralized Wa-
ter and Water Base Solvents. The object of this test was to
determine the optimum frequency to perform the on-line water
wash tests. The tests consisted of a daily demineralized water
wash on one gas turbine, and demineralized water wash twice per
week on another gas turbine. The third gas turbine was washed
daily with demineralized water mixed with a water base solvent.
The demineralized water and soap mixture was used daily on
these tests, since twice per week tests had already been conducted
on the same water and soap mixture. Figure 12 shows that the
demineralized water and soap every day have the same results, the
water twice per week has a flatter slope. This indicates that over a
period of time, water twice a week is most effective.

Test Five: Long-Term Degradation Effects. The object of this
test was to determine the degradation in compressor efficiency
and total turbine heat rate with and without on-line water wash.
The second objective of this test was to quantify the effects of
operating a gas turbine for extended number of hours without a
crank wash. This test was conducted over approximately 4000 h
of operation �6 months�. Turbine 2 was washed twice a week with
clean demineralized water, while Turbine 3 was not washed at all.

At the beginning of this test, both turbines were crank washed
with the manufacturer-recommended of-line cleaning agent. The

Fig. 9 Results of tests of demineralized water and different
soap vendors

Fig. 10 Results of test of demineralized water, water base
soap, and solvent base soap

Fig. 11 Results of tests of different water base solvents

Fig. 12 Result of tests of different frequencies with deminer-
alized water and water base solvents
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isentropic axial flow compressor efficiency of both turbines were
calculated to be approximately 81% at the beginning of the test.
At the end of 3000 h, turbine 2, in addition to being washed
on-line twice a week, was also crank washed. Figure 13 shows the
results of this test. At 3000 h, turbine 2 had a compressor effi-
ciency of about 80.8% a reduction of only 0.2%, while turbine 3
had a compressor efficiency of 79.0%, a reduction of 2.5%. Tur-
bine 2 was then crank washed again, this time, however, with a
new cleaning agent. Using a new cleaning agent, the turbine effi-
ciency was restored to 82%, about 1% higher than after the origi-
nal crank wash. This, in our opinion, was due to the use of a
different cleaning agent �Mr. Clean™�. The use of effective clean-
ing agents is very important to the success of the cleaning cycle.
The test was continued for a further 1000 h; at the end of that
period the turbine compressor efficiency of turbine 2 was mea-
sured to be 81.5% and turbine 3 to be 78.5%, a reduction after
4000 h of about 3.7%.

The effect on the turbine heat rate was also measured. Figures
14 and 15 show the increase in the heat rate of both turbines over
the 4000 operating hours. Figure 14 shows that the heat rate and
overall thermal efficiency remains relatively constant in turbine 2
which has been water washed. Figure 15 shows that the heat rate
is increased by 2.7% and the overall thermal efficiency decreased
by 2.7%. It should be remembered here that all of the heat rate
increase or the decrease in overall thermal efficiency can not be
attributed to the compressor wash. The compressor efficiency loss
contributes about 60% to the overall thermal efficiency loss.

In order to calculate the heat rate, and overall thermal effi-
ciency, several key measurements had to be obtained, such as
horsepower, fuel flow, and fuel composition. In many cases it can
be difficult to calculate the delivered horsepower in mechanical
drive packages, as compared to power production units. At the

same time, additional accurate instrumentation is required to mea-
sure the fuel flow and fuel quality. In contrast, the engine com-
pressor efficiency can be calculated with very simple measure-
ments such as inlet and exit engine compressor pressures and
temperatures. By obtaining the engine compressor efficiency one
can also quantify the results of an effective on-line and off-line
water wash program, as seen in Fig. 13.

Cost Analysis
The average fuel consumption for the turbines used in these

tests is approximately 36 MMBtu/h. The fuel used was pipeline
quality natural gas available in the U.S. Gulf Coast Region with a
LHV/HHV of 1010/1100 BTU/cu.ft. The lower heating value of
the gas is one in which the H2O in the products has not con-
densed. The lower heating value is equal to the higher heating
value minus the latent heat of the condensed water vapor. Most
gas contracts are based on HHV, while the efficiencies and heat
rate calculations are based on LHV.

It is not uncommon to find users that perform crank washes
based on power loss, and not on overall thermal efficiency loss,
nor loss of compressor efficiency, which is rarely measured.
Power loss in a simple cycle gas turbine is caused by many fac-
tors, such as an increase in pressure drop in the air filtration sys-
tem, compressor fouling, fuel heating value changes, combustor
fouling, turbine expander fouling, and increase in turbine back
pressure. A 3–4% compressor efficiency loss, causes the thermal
efficiency to be reduced by 1.8–2.4%.

A 3% savings in fuel, reduces the cost of operating one of the
turbines tested, over a 1 yr time period, with an availability of
96%, based on a cost of $7/MMBtu of natural gas: $64,901.
Therefore, in the fleet of 36 turbines, which compose this site, the
savings totals $2,288,756 per year.

An on-line effective water wash program should consider fuel
savings as well as cost of materials and labor required, plus any
lost production costs. A typical on-line water wash can be done in
an hour by one person. Since each turbine application is different,
the cost associated with lost production is left for the user to
compare, to the fuel savings associated with an off-line water
wash program.

Conclusions
The proper combination of on-line water wash and crank wash

will vary from location to location. By monitoring the perfor-
mance and performing several water wash tests, any site can de-
termine the best water wash combination. The result of the tests
indicated that under most operating conditions, the demineralized

Fig. 13 Degradation of turbine compressor efficiency

Fig. 14 Degradation of heat rate and overall turbine thermal
efficiency, turbine 2

Fig. 15 Degradation of heat rate and overall turbine thermal
efficiency, turbine 3
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water wash done twice weekly is as effective as water-soap mix-
tures. The following are some tips that should be followed by
operators during water washes:

1. Good air filtration is the key to prevent engine compres-
sor fouling.

2. The water used should be demineralized. The use of non-
demineralized water would harm the turbine.

3. In the tests performed the soaps did not outperform the
demineralized water.

4. All water-solvent washes should be followed by a water
rinse.

5. After numerous water washes, the compressor perfor-
mance will deteriorate and an off-line crank wash will be
necessary.

6. Off-line crank wash should be done whenever compres-
sor performance diminishes by 3–4%.

7. It is imprudent to let foulants buildup before commenc-
ing a water wash regime, since the foulants will be
washed down stream causing blockages in the last stages.

8. Low carbon stainless steel should be used for tanks,
nozzles, and manifolds, to reduce corrosion problems.

9. Spray nozzles should be placed where proper misting of
the water would occur, and to minimize the downstream
disturbance of the flow. Care should be taken that a
nozzle would not vibrate loose and enter the flow
passage.

Nomenclature
A � availability
cp � specific heat at constant pressure
cv � specific heat at constant volume

EFH � equivalent forced outage hours
FO � forced outage hours

H � enthalpy
HO � hours of operation at reduced load.

HHV � higher heating value
LHV � lower heating value

m � mass flow of air
mf � mass flow of fuel

MWd � Desired output corrected to the design or refer-
ence conditions. This must be equal to or less
than the plant load measured and corrected to
the design or reference conditions at the accep-
tance test.

MWa � actual maximum acceptance test produced and
corrected to the design or reference conditions

n � polytropic exponent
Nstg � number of stages

P � pressure
PT � time period �8760 h/yr�

PM � planned maintenance hours
R � reliability
T � temperature

Wc � work compressor
Wpc � work at generator
Wstg � compressor work per stage

Greek Symbols
� � adiabatic polytropic exponent �cp /cv�

�ad � compressor adiabatic efficiency
�mt � mechanical efficiency
�p � compressor polytropic efficiency
�th � overall total efficiency
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CO2 Sequestration From IGCC
Power Plants by Means of
Metallic Membranes
This paper investigates novel IGCC plants that employ hydrogen separation membranes
in order to capture carbon dioxide for long-term storage. The thermodynamic perfor-
mance of these membrane-based plants are compared with similar IGCCs that capture
CO2 using conventional (i.e., solvent absorption) technology. The basic plant configura-
tion employs an entrained-flow, oxygen-blown coal gasifier with quench cooling, followed
by an adiabatic water gas shift (WGS) reactor that converts most of CO contained in the
syngas into CO2 and H2. The syngas then enters a WGS membrane reactor where the
syngas undergoes further shifting; simultaneously, H2 in the syngas permeates through
the hydrogen-selective, dense metal membrane into a counter-current nitrogen “sweep”
flow. The permeated H2, diluted by N2, constitutes a decarbonized fuel for the combined
cycle power plant whose exhaust is CO2 free. Exiting the membrane reactor is a hot, high
pressure “raffinate” stream composed primarily of CO2 and steam, but also containing
“fuel species” such as H2S, unconverted CO, and unpermeated H2. Two different
schemes (oxygen catalytic combustion and cryogenic separation) have been investigated
to both exploit the heating value of the fuel species and produce a CO2-rich stream for
long term storage. Our calculations indicate that, when 85 vol % of the H2+CO in the
original syngas is extracted as H2 by the membrane reactor, the membrane-based IGCC
systems are more efficient by �1.7 percentage points than the reference IGCC with CO2
capture based on commercially ready technology. �DOI: 10.1115/1.2181184�

Introduction

Despite the concerns about rising concentrations of greenhouse
gases in the atmosphere, fossil fuels are likely to remain the main
source of primary energy for a long time. An option to mitigate
the negative effects of using fossil fuel in power plants is captur-
ing CO2 before it is emitted and storing it over an indefinite pe-
riod. Generally speaking, CO2 capture in a power cycle can be
accomplished in one of three basic ways:

�1� “Postcombustion decarbonization,” where CO2 is separated
�often by solvent scrubbing� from the exhaust gas,

�2� “Oxy-fuel combustion,” where the fuel �diluted with re-
cycled CO2� is burned in oxygen instead of air in order to
produce a CO2-rich flow as exhausts,

�3� “Precombustion decarbonization,” where synthesis gas is
water-gas shifted to mostly H2 and CO2, and then split into
two separate streams: one that is CO2 rich �to be com-
pressed and stored�, and one that is H2 rich �to be used as
decarbonized fuel�.

Limiting the investigation to plants belonging to the third
group, this paper compares the performance of a novel class of
plants, where in fuel decarbonization is achieved through a novel
hydrogen separation membrane technology, with those of refer-
ence plants based on commercially ready technology. All plants
considered employ an oxygen-blown, slurry-fed, entrained-flow
coal gasifier and a large, heavy-duty gas turbine. Our interest in
coal as a feedstock is motivated by multiple considerations: �i� it

is abundant—more than a 2000 y supply at current consumption
rates1; �ii� it has wide geographic distribution; and �iii� its prices
are relatively low and nonvolatile.

A reference plant based on commercially ready technology for
capturing CO2 from IGCC plants is conceptually represented in
Fig. 1 �2�. An oxygen-blown coal gasifier produces a synthesis gas
whose primary constituents are CO, CO2, H2, and H2O. The rela-
tive concentrations of these species alter significantly as the syn-
gas passes through a sulfur-tolerant water-gas shift reactor
�WGSR� in which the exothermic shift reaction �CO+H2O
→CO2+H2+41.15 kJ/mole� relocates the heating value from CO
to H2, i.e., from a carbon-bearing to a carbon-free fuel. Large
fractions of the H2S and CO2 �exceeding 99% and 90%, respec-
tively� are separated from the syngas through a solvent absorption
process, and then dried and compressed to a supercritical fluid for
pipeline transport and long-term storage, most likely in deep geo-
logic formations. The remaining syngas �mainly hydrogen, with
traces of inert gases and unconverted components� is used as
clean, low-carbon fuel in a rather conventional combined cycle
power plant. An air separation unit �ASU� completes the system,
providing oxygen to the coal gasification process and nitrogen to
the gas turbine unit as a fuel diluent in order to moderate the flame
temperature and reduce NOx emissions. Although this entire pre-
combustion decarbonization scheme has never been realized in an
operational plant, we refer to this system as “conventional” be-
cause it is based on commercial technologies commonly used in
both the electric utility and chemical process industries. Such a
plant has been studied in depth by numerous research groups, and
its technical feasibility is widely recognized �3–6�.

Contributed by the International Gas Turbine Institute �IGTI� of ASME for pub-
lication in the JOURNAL OF ENGINEERING FOR GAS TURBINES AND POWER. Manuscript
received August 30, 2005; final manuscript received September 6, 2005. IGTI Re-
view Chair: K. C. Hall. Paper presented at the ASME Turbo Expo 2005: Land, Sea,
and Air, Reno, NV, June 6–9, 2005, Paper No. GT200568023.

1According to Rogner et al. �1�, reserves of coal �known resources that can be
recovered with current technology and today’s prices� are about 20,700 EJ, whereas
resources �which include additional coal in the ground at sufficiently high concen-
tration that it is estimated to be recoverable in the future with some combination of
better technology and higher prices� are �199,700 EJ. Global coal consumption was
92 EJ in 1998.
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An alternative plant design investigated in this paper is shown
in Fig. 2. The shifted syngas exiting the WGSR enters the “raffi-
nate” side of a hydrogen separation membrane reactor �HSMR� in
which a sulfur-tolerant, thin-film, dense Pd/Cu membrane allows
the selective permeation of hydrogen to the “permeate” side. The
raffinate side of the reactor contains a sulfur-tolerant water-gas
shift reaction catalyst and thus, as H2 partial pressure in the raffi-
nate gas decreases, more H2 is produced by the shift reaction,
further improving the conversion of CO to H2. On the permeate
side, pure nitrogen from the ASU acts as a “sweep gas” to keep
the H2 partial pressure low �increasing the driving force for H2
permeation and thereby reducing the required membrane surface
area� while the total pressure remains high enough to feed the gas
turbine without the need for fuel compression. Diluting the fuel
gas with N2 is not a drawback because such dilution is required in
order to suppress NOx formation in the gas turbine combustor.
The high-pressure raffinate stream, consisting primarily of CO2
and water, carries all the remaining carbon, sulfur, and minor im-
purities present in the input syngas. Conceptually, CO2 is sepa-
rated from the raffinate stream via cooling �and condensation�,
and subsequent dehydration of the humidified CO2; details are

discussed below. This plant design shares some basic concept with
that employed in our previous research �2,7�, in which the HSMR
raffinate stream was combusted in O2 and then expanded through
a turbine expander to generate electric power. The turbine exhaust
�primarily H2O and CO2� is cooled and condensed �and optionally
desulfurized�, leaving a CO2-rich stream that is dehydrated and
compressed to 150 bar for pipeline transport and geologic storage.

Description of the Plant Configurations
In this work, we focus only on configurations based on gasifi-

cation with quench cooling. Activity is in progress to extend the
analysis to syngas cooling and alternative arrangements aimed at
exploiting potential advantages that are particular to HSMR-based
plants; plant economics will also be explored. The various plants
considered here are listed in Table 1; each is identified by a unique
label, where

• the first letter specifies if the plant is based on “conven-
tional” technology �letter “C”� or if it employs a membrane
reactor �letter “M”�,

• for the “conventional” configurations, the second letter de-
notes the fate of the CO2: vented to the atmosphere �“V”�,
captured as a pure stream �“P”�2. For membrane-based
plants, the second letter indicates the method of separating
CO2 from the H2-rich HSMR raffinate stream: either oxy-
combustion �“O”� or cryogenic purification �“C”�,

Figure 3 is a detailed process layout of the reference plant with

2As an alternative to the usual approach where H2S and CO2 are removed from
the syngas in different steps, “co-capture” is realized when H2S and CO2 are cap-
tured, dried, compressed, transported and stored together in the same reservoir. It has
been shown �7� that “co-capture” can provide some economic benefits with respect to
the separate removal of CO2 and H2S. The co-capture and co-storage of H2S and
CO2 is a process sometimes carried out at natural gas fields to clean the gas before
delivery to the pipeline �8�.

Table 1 Legend of the acronyms for plant configurations con-
sidered in this paper

Configuration CV CP MO MC

CO2 Capture No Pure CO2 SO2 co-
capture

H2S co-
capture

CO2 Separation
method

¯ Physical
absorption

¯ ¯

Hydrogen Separa
tion Membrane

No No Yes Yes

Treatment of the
Raffinate Stream

¯ ¯ O2 com
bustion

inconden
sable gas
separation

Fig. 1 Conceptual scheme of a low CO2 emission IGCC plant based on commercially ready
technology

Fig. 2 Conceptual scheme of a low CO2 emission IGCC plant based on a hydrogen separation
membrane reactor „HSMR…
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pure CO2 capture, labeled CP. Coal is fed to an entrained-flow,
oxygen-blown, slurry-fed gasifier whose characteristics reproduce
the Texaco �now GE Energy� gasification technology. The raw
syngas produced in the gasifier is then “quenched” �i.e., cooled�
by direct contact with a large water stream, saturated with water
and scrubbed. The stream then enters the sulfur-tolerant high-
temperature WGSR, where its temperature increases �to �400°C�
due to the exothermic reaction. Heat released at this temperature
is used to generate a high-pressure �HP� saturated steam. The
syngas flow is then cooled by heating up feedwater for the HP
boiler and, by means of an intermediate loop, by warming the gas
turbine fuel. After condensed water is removed, the syngas is fur-
ther shifted in the low-temperature ��200°C� WGSR, increasing
the overall CO conversion efficiency to 98.7%. Low-temperature
heat recovery �including condensation of the excess water� is per-
formed by a network of heat exchangers, producing: �i� interme-
diate pressure �15 bar� steam, �ii� warm water for slurry and
quench make-up, and �iii� hot water for syngas saturation. The
syngas then undergoes the acid gas removal by means of physical
absorption using Selexol® solvent. For the sake of simplicity, in
Fig. 3 the H2S and CO2 absorption systems are represented as
separate processes; in the reality, they are connected in a more
complicated fashion to limit CO2 absorption �and subsequent
venting to the atmosphere� in the H2S removal system. In the pure
CO2 capture system, captured H2S is converted to elemental sul-

fur in a Claus plant, with a SCOT unit to process its offgas; CO2

absorbed in the Selexol® is released in a series of flash drums and
then compressed to a final pressure of 150 bar. In a slightly al-
tered plant design, termed “H2S–CO2 co-sequestration,” H2S and
CO2 are captured and stored together. This option is motivated by
a simpler and less expensive acid gas removal unit—for example,
the Claus and SCOT units can be eliminated entirely �yet the
thermal balance of the plant is virtually unchanged�.

In plant CP, the decarbonized syngas is composed primarily
��90% � of H2, the remainder being unconverted CO, unabsorbed
CO2, and traces of CH4, N2, and water. The syngas is warmed and
humidified in a saturator, heated, expanded �to recover mechanical
energy� to the pressure needed by the gas turbine, and eventually
mixed with compressed nitrogen coming from the ASU. In our
calculations, the amount of nitrogen is determined by the require-
ment of a stoichiometric flame temperature lower than 2300 K, a
level sufficient to achieve low NOx emissions �15–35 ppmvd at
15% O2� in diffusive burners �9�. The decarbonized, diluted fuel is
used by a rather conventional combined cycle, based on an heavy-
duty gas turbine with the characteristics of a Siemens V94.3A,
i.e., with a pressure ratio of 17 and a turbine inlet temperature of
1350°C, and adapted to operate on hydrogen fuel as described in
�10�. Plant CV �a standard IGCC without CO2 capture� is very

Fig. 3 Detailed scheme of the CP plant configuration
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similar to plant CP, except for the absence of the two-stage WGSR
and the CO2 removal section; high-pressure steam cannot be pro-
duced from syngas heat recovery.

Detailed plant layouts for membrane-based plants MO and MC
are shown in Figs. 4 and 5. In both plants, the syngas exiting the
high-temperature WGSR enters the raffinate side of the HSMR, in
which the water-gas shift reaction advances, aided by the continu-
ous permeation of H2 through the membrane. Using nitrogen as a
sweep gas in a counter-current arrangement �Fig. 6� results in a
high H2 separation efficiency that minimizes the required surface
area of the �relatively costly, Pd-based� membrane; in addition, the
N2 sweep gas keeps the permeate side pressure high enough to
feed the gas turbine without further compression of the fuel gas.
At about 450°C, the fuel gas is much hotter than is typically
handled by gas turbine fuel systems �250–300°C is common in
IGCCs�; fuel gas cooling �producing steam� might be required in
a practical design, but it is not implemented here.

Processing the HMSR raffinate stream to extract the CO2 is a
somewhat complex endeavor. The raffinate is composed mostly of
CO2 and H2O, but also contains valuable fuel gases �unconverted
CO, nonpermeated H2 and traces of CH4� as well as H2S and N2.
The heating value of the raffinate ultimately depends on the gas
separation efficiency of the membrane �or “hydrogen recovery
factor,” HRF, described below�, which is a plant design parameter.
In plant MO, the energy in the raffinate is recovered by burning it
with oxygen in a catalytic combustor, producing a moderately hot
��900°C� stream of CO2, H2O, SO2, and noncondensable gases
�N2 and excess O2�. A catalyst is required because of the very low
heating value of the fuel. Heat is recovered from the oxidized
stream by usual means �production of multi-pressure steam and
warm water; see Fig. 4� and, after water condensation, high-
pressure CO2 �at a pressure equal to the gasification pressure mi-

nus the head losses� is available for dehydration and final com-
pression. Associated with this scheme are two unresolved
technological issues: �i� the development of the catalytic combus-
tor, for which little experience exists for these particular operating
conditions or even for power plants in general, and �ii� since the
condensate comes from a stream that includes SO2 and O2, it will
be very acidic. As a result, more complex designs and expensive
materials will be required to limit corrosion problems in the heat
exchangers and piping. In addition, the condensate might require
the addition of a base such as limestone, re-introducing material
and water balance issues more typical of FGD processes rather
than of IGCCs3.

Using an alternative membrane-based configuration, plant MC
�see Fig. 5�, is designed specifically to avoid these concerns alto-
gether. In MC, the uncombusted HSMR raffinate is first cooled to
ambient temperature, leaving sulfur in the form of H2S. As a
result, the aqueous condensate, although still acidic, is not particu-
larly aggressive, having roughly same pH as condensate streams
found in the syngas cooling process of typical quench-cooled IG-
CCs. During condensation, only liquid water �and gases dissolved
in it� is removed; otherwise, the composition of raffinate stream is
unchanged from that found at the HSMR exit. The cooled raffinate
then undergoes a cryogenic separation process, described below in
detail, in which CO2 �the main component� and H2S are first
liquefied by cooling to −53°C and then separated by gravity from
the uncondensed gas. The two output streams of this process are:
�i� gaseous CO2 and H2S �at a pressure lower than that of the

3Alternative processes might be considered as a means to solve these issues; for
instance, a modification of the WSA-SNOX system proposed by Haldor-Topsøe �11�,
producing H2SO4 as the final sulfurated compound. A detailed study of this problem
is beyond the scope of this paper.

Fig. 4 Detailed scheme of the MO plant configuration
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raffinate� which are compressed and liquefied for storage, and �ii�
a stream of incondensable species �H2, CO, CH4, N2, and some
CO2� to be used as additional fuel for the gas turbine, at the cost
of emitting some CO2.

Metallic Membranes for Gas Separation

In contrast with the conventional technology plants, where de-
carbonized fuel is produced by removing CO2 from the shifted
syngas, in membrane-based plants, the decarbonized fuel �derived
from coal or natural gas� consists of pure hydrogen that has been
extracted from the syngas via permeation through a membrane
within a HSMR �12–16�.

In the plant described here, continuous extraction of hydrogen
shifts the WGS equilibrium, thus promoting the conversion of
CO+H2O to CO2+H2, a process that effectively separates the
carbon in the syngas �carried by CO2� from its chemical enthalpy
�carried by H2�. Hydrogen separation carried out in the HSMR
also allows for a CO conversion efficiency that would require a
much lower operating temperature in a conventional WGS reac-
tor; said another way, higher temperatures �and thus faster reac-
tion kinetics and a smaller reactor� are possible for a given �target�
conversion efficiency.

The HSMR is modeled here as a series of H2-permeable tubes
filled with WGS catalyst, arranged in the shell-and-tube configu-
ration of Fig. 6. Hydrogen is separated by means of a palladium-
based membrane made of a dense metal film supported by a po-
rous ceramic or metallic tube �Fig. 7�.

In these membranes, H2 transport occurs in a series of different
stages, including: �i� dissociative adsorption of hydrogen on the
syngas �or “raffinate”� side of the membrane surface, �ii� diffusion
of protons through the metal lattice, �iii� proton recombination to
hydrogen molecules on the “permeate” side surface, and �iv� de-
sorption of H2 into the sweep gas. The consequences of the trans-

Fig. 5 Detailed scheme of the MC plant configuration

Fig. 6 HSMR shell-and-tube arrangement
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port mechanism are that, excluding leakages, H2 selectivity is in-
finite �i.e., H2 is separated at 100% purity� and the rate of
permeation ��� is given by the expression

� =
Pe

t
�pR

0.5 − pP
0.5�

where Pe is H2 permeability through the separating film material,
t is the film thickness �while the ratio Pe/ t is referred to as per-
meance�, and pR and pP are, respectively, the partial pressures of
H2 on the raffinate and permeate sides of the membrane. The
value assumed here for the exponent of pressure �0.5� implies that
the hydrogen flux is controlled by the H atom diffusion rate
through the dense metal layer, while the adsorption/dissociation
and re-association/desorption steps are at equilibrium, a hypoth-
esis experimentally verified in case of thick membranes.

Because of its high H2 permeability and ability to catalyze H2
dissociation/recombination, palladium is a common element in
dense metal H2 separation membranes. Unfortunately, traces of
H2S in the syngas fed to the membrane reactor prevent the use of
most palladium alloys, which are poisoned or deactivated by H2S
concentrations as low as a few ppmv. However, experimental in-
vestigations indicate that Pd–Cu alloys, which can �under certain
conditions� maintain their permeance in the presence of relevant
H2S concentrations, represent a possible candidate for processing
coal gasifier syngas. The Pd-40Cu alloy �40% by weight in cop-
per� has received particular attention because the bcc alloy phase
formed below 600°C, allows permeability comparable to pure
palladium �17�.

Supported composite thin film Pd-40Cu membranes have been
tested over a wide range of temperatures, with H2S concentrations
as high as 0.1% in H2. A selected list of data is shown in Table 2.
Edlund �18� tested a 50 �m thick Pd-40Cu membrane at 500°C
�with a feed stream containing 1000 ppm H2S in H2 at 100 psig
total pressure, and permeate at ambient pressure� for over 350 h,
measuring a stable flux of 11.5 SCFH/ft2 �corresponding to a H2
permeance of 7.6�10−5 mol m−2 s−1 Pa−0.5�. Morreale �19� tested
three different Pd–Cu alloys �80%, 60%, and 53% Pd by weight�
and concluded that sulfur contamination does not affect the per-

meance within the fcc stability region, while the permeance of bcc
phase is reduced by as much as two orders of magnitude when
exposed to H2S. At the operating temperature of the membrane
reactor �450–500°C�, the Pd-40Cu alloy presents a bcc-fcc mixed
phase; from the shown data, it is unclear if exposure to 1000 ppm
H2S will significantly reduce the hydrogen permeability.

With regard to tests on sulfur-free feed streams, Howard et al.
�20� report from the literature permeabilities in the range 2.32
�10−9–2.75�10−8 mol m−1 s−1 Pa−0.5 in the temperature range
450–500°C for Pd–Cu alloys of different compositions. Their
tests for a 100 �m thick membrane Pd-40Cu show a H2 per-
meance of 6�10−5 mol m−2 s−1 Pa−0.5. Roa et al. �21� assembled
a very thin film �1.5 �m thickness� of Pd-40Cu alloy on an asym-
metric support for which measured, in a test operated at 450°C, a
H2 flux of 0.81 mol m−2 s−1 under a pressure difference of
190 kPa �permeance of 3.46�10−3 mol m−2 s−1 Pa−0.5� with a se-
lectivity over N2 equal to 90. In conclusion, we adopt a H2 per-
meance of 1.83�10−4 mol m−2 s−1 Pa−0.5 �the same value as-
sumed by the authors in a previous paper �13� which, assuming
the permeability estimated by Edlund �22� for 1000 ppm H2S con-
centration, can be achieved by a �20 �m thick membrane. Note
that the concentration of H2S in the syngas of IGCC plants con-
sidered here �fueled by bituminous Illinois #6 coal� exceeds this
value by a factor of 5. Data at higher H2S levels are unavailable
�although Edlund claims that the Pd-40Cu alloy is not perma-
nently poisoned by exposure to 10% H2S streams�. Note that the
membrane permeance has almost no effect on the thermodynamic
performance of the plant; rather, it controls the membrane surface
area required to achieve the specified extent of H2 extraction from
the syngas, or the “hydrogen recovery factor” �HRF�, defined as
the mole ratio of permeated H2 to H2+CO in the entering syngas.
Since the cost of the Pd–Cu membrane dominates the cost of the
HSMR, its surface area affects the final cost of electricity.

At the comparatively high temperatures ��450°C� found in the
HSMR, the WGS reaction kinetics are sufficiently rapid that most
of the reaction and heat release occurs within the first �20% of
the reactor length, before a significant fraction of the H2 can per-
meate through the membrane. For this reason, we choose to “split

Fig. 7 Detail of the membrane reactor assembly. The oxide layer between Pd–Cu film and support is
sometimes used in experimental membranes to limit molecular interdiffusion that dramatically re-
duces performance at high temperatures.

Table 2 Performance of Pd-40Cu membranes from experimental data collected in the literature

Reference
Edlund

�18�
Morreale
et al. �19�

Morreale
et al. �19�

Howard
et al. �20�

Roa et al.
�21�

Temperature, °C 500 441 441 450 450
Thickness, �m 50 100 100 100 1.5
H2S vol. concentration, % 0.1 0.1 0.0 0.0 0.0
Permeance, mol m−2 s−1 Pa−0.5 7.61�10−5 4.00�10−6 1.80�10−5 6.00�10−5 3.46�10−3

Permeability, mol m−1 s−1 Pa−0.5 3.80�10−9 4.00�10−10 1.80�10−9 6.00�10−9 5.18�10−9
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off” this section of the HSMR as a separate upstream adiabatic
WGS reactor, �the “HT-WGS” reactor that appears in all
membrane-based plants�. This arrangement increases the hydro-
gen concentration in the HSMR feed stream, thereby reducing the
membrane surface area; in addition, it shields the relatively deli-
cate membrane reactor from large temperature gradients, frequent
catalyst changes, and trace contaminants in the syngas.

A further reduction in membrane surface area is obtained by
using an inert sweep gas in the permeate stream, arranged in a
counter-current configuration. The sweep gas reduces the hydro-
gen partial pressure on the permeate side, which increases the
driving force across �and thus the average H2 flux through� the
membrane. In plants devoted uniquely to electricity production
�i.e., where the purity of the H2 product is not important�, there do
not appear to be any drawbacks in using nitrogen as a sweep gas.
A substantial flow of nitrogen is already available from the ASU
at virtually no cost, and nitrogen is an effective diluent for H2-rich
gas turbine fuels necessary to moderate the flame temperature in
order to limit NOx production �23�. Therefore, in all membrane-
based plants, we feed to the permeate side of the HSMR the full
nitrogen flow from the ASU4.

The membrane surface area required to achieve any given value
of HRF is calculated by means of a one-dimensional, steady state
model of the HSMR �24,25�, with ideal gas behavior and infinite
H2 selectivity �i.e., 100% H2 purity�. The model assumes infi-
nitely fast WGS reaction kinetics, so that chemical equilibrium is
reached in each segment of the reactor. In general, the overall
efficiency of the plant is found to increase monotonically with
increasing HRF �with all other relevant parameters fixed� because
the HSMR serves as a syngas “enthalpy splitter” that routes the
pure H2 permeate to the gas turbine topping cycle, and the raffi-
nate to the less efficient steam turbine bottoming cycle. Unfortu-
nately, attempting to increase plant efficiency via high HRF val-
ues, e.g., above �80–90%, carries with it a significant cost. As
shown in Fig. 8 �for case MC�, increasing HRF leads to a near-
linear decrease in the average H2 flux through the membrane in
the range of HRF between 50% and 85%. For HRF values higher
than 85% the average H2 flux drops faster so that the required

membrane surface area �inversely proportional to the average H2
flux�—and relative HSMR cost—increase precipitously. Varying
the HRF from 50 to 99%, the combined effects of increasing the
H2 permeated and reducing the average flux lead to expand by
almost an order of magnitude the membrane surface. As might be
anticipated, such variations in HRF also dramatically alter the
overall thermal balance of the plant. For any given plant, the
optimal HRF value is determined by minimizing the cost of elec-
tricity �see, for example, De Lorenzo et al. �25��. Since this en-
deavor requires an economic analysis of the whole plant—an ac-
tivity that is not undertaken here—we employ a fixed value of
HRF=85% for all membrane-based plant calculations.

Figure 9 provides a detailed view of the operation of the HSMR
in plant MC �at HRF=85%�. In the top diagram, the hydrogen
partial pressure profiles are shown as a function of the cumulative
membrane area �or, equivalently, length along the reactor�; note
that zero corresponds to the raffinate inlet/permeate outlet end of
the HSMR. Feed gas enters the HSMR at 65.2 bar with an equi-
librium composition; given a H2 concentration of 31.9 vol % the
H2 partial pressure is 20.8 bar. With the assumed HRF of 85%,
the raffinate stream exits the reactor with a H2 mole fraction of

4The ASU is sized to produce the oxygen required for coal gasification and, in
MO configuration, to feed the catalytic combustor. Aside from the N2 used to regen-
erate the filters, the pure nitrogen flow available for use as “sweep gas” is about three
times the mass flow of oxygen.

Fig. 8 Average H2 flux and resulting membrane area as a func-
tion of the HRF for the HSMR of the MC plant, reported as a
ratio with respect to the 85% HRF case

Fig. 9 —Operating condition of the hydrogen separation
membrane water gas shift reactor placed in the MC plant
„HRF=85% …
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6.7% and a partial pressure of 4.3 bar. At this point, the difference
in hydrogen partial pressure between the streams reaches a mini-
mum, but the permeation driving force pR

0.5− pP
0.5 reaches a maxi-

mum �as shown in the following diagram� because pP is zero.
Counter-current nitrogen sweep gas, entering the HSMR at the
end where the raffinate stream exits, dilutes the permeated hydro-
gen and reduces its partial pressure, so that the permeate stream
exits the reactor with a N2/H2 mole ratio of 1.34; given a total
pressure of 25.6 bar �needed to feed the fuel in the gas turbine
combustor�, the H2 partial pressure is 10.9 bar.

In the middle diagram, the H2 flux through the membrane �pro-
portional to pR

0.5− pP
0.5� is shown as a function of the cumulative

membrane surface area. The countercurrent arrangement allows
maintaining the H2 flux rather uniform through the reactor length
�the minimum H2 flux is only 8.2% less than the reactor average�,
a key factor to reduce the total membrane surface for high HRF
values.

Finally, temperature profiles through the HSMR are given in the
bottom diagram. While the reactor is assumed to be globally adia-
batic, heat transfer between raffinate and permeate streams is ex-
plicitly considered. Since reliable heat transfer coefficients are
unavailable for this specific case, a preliminary guess of
100 W/m2 K has been assumed based on estimates given in �26�
for a membrane steam re-former. As evidenced by the temperature
“crossover” shown in the figure, heat generation and transfer are
complicated in the HSMR. On the left side of the diagram, the
syngas enters the raffinate side of the reactor at a temperature
slightly below that of the exiting permeate/sweep stream. Heat is
generated in the WGS reactor, raising the temperature of the raf-
finate. At the same time, H2 is lost through the membrane �low-
ering the heat capacity of the raffinate stream�, cooling down the
hotter permeate/sweep stream.

Third, heat is conducted through the membrane from the sweep
to raffinate streams. Despite the varying heat capacities of both
streams, their temperature profiles are observed to parallel each
other through �70% of the reactor, behavior similar to that found
in a simple counter-current heat exchanger. At �80% of the
length of the reactor, the heat capacities are sufficiently altered
that the temperature profiles cross. Working now from the right-
hand side of the figure, the sweep gas enters the HSMR 50°C
below the temperature of the exiting raffinate; heat transfer rates
are highest in this section of the reactor. As it traverses the reactor,
it receives both hot H2 molecules �increasing its heat capacity�
and heat, through the membrane from the hotter raffinate stream;
thus, it is heated as the raffinate is cooled.

The observed temperature “crossover” is caused by the sensible
enthalpy exchanged between the streams via the permeation of hot
H2 through the membrane. Heat is transferred �for both H2 per-
meation and conduction across the membrane wall� from perme-
ate to the raffinate stream at the left of the crossover point. At the
right-hand side, the heat flux reverses. Given the low temperature
difference along most of reactor length, the average conduction
heat flux across the membrane is small �on average less than
280 W/m2�. The overall net heat transferred via conduction
across the wall is only 3.2 MW �from raffinate to permeate� and
therefore even substantial changes in the heat transfer coefficient
do not significantly modify the heat balance of this component.

CO2 Cryogenic Separation
In plant MC, the raffinate stream exiting the HSMR is cooled

�for heat recovery� down to the ambient temperature. Since no
combustion takes place, the sulfur is present in the mixture as
H2S, and corrosion problems during the cooling are comparable to
those encountered in a standard IGCC. Due to the assumed 85%
HRF, the cold syngas contains gases �mainly H2 and CO� having
a considerable heating value. To recover these fuel gases, we use
a cryogenic process �considered by Davison et al. to be the most
appropriate technique to purify CO2 streams with high CO2 con-

centration�, where the CO2 temperature is made sufficiently low
that CO2 is liquified and can be separated from the other species
by gravity.

The raffinate stream to be processed �second column of Table
3� contains a substantial amount of H2S as a result of the high
sulfur content of the Illinois #6 coal feedstock. Since the CO2 is
more volatile than H2S �i.e., saturation temperature of H2S is
higher than that of CO2 at all pressures�, H2S also liquefies along
with CO2 as the temperature of the gas mixture is reduced. Where
CO2 and H2S co-storage is possible, a single process allows for
simultaneous separation of H2S and CO2. If pure CO2 storage is
required, H2S can be removed by physical or chemical absorption
prior to CO2 separation, and subsequently converted to elemental
sulfur in a Claus/SCOT plant. Alternatively, H2S could be sepa-
rated by distillation of the chilled CO2–H2S liquid mixture inside
the cryogenic plant. The performance of plant MC is presented
only for the co-sequestration option. If an H2S absorption process
is added, the efficiency and power output will be slightly reduced
because a small steam flow is bled from steam turbine to provide
heat to the stripper re-boiler.

The CO2 purification scheme adopted here is shown in detail in
Fig. 10; it follows the method proposed by Wilkinson et al. �27�
for purifying the CO2-rich stream at the stack of an oxygen com-
bustion boiler. It is based on a two-step flash separation that re-
duces the compression power required to overcome the pressure
losses introduced by the process. In the adopted configuration, the
CO2-rich stream is first dehydrated with a circulating triethylene
glycol desiccant and/or molecular sieve �also employed in the
ASU� and, before entering the cold box, expanded from
60 to 33 bar, a pressure low enough for an effective separation
between the liquid and gaseous phases �point 1 in Fig. 10�. The
stream is then cooled and partially condensed in the multiflow
heat exchanger, HE1. The temperature at the hot side outlet of
HE1 �point 2� is an important parameter in operating the process.
Lowering this temperature reduces the mass flow rate sent to
knockout drum 2 and hence the mass flow rate of the second-stage
condensate circulated to �and the power required for� the low-
pressure �LP� compressor. On the other hand, lowering the tem-
perature of point 2 increases the heat duty of heat exchanger HE1,
requiring a higher pressure drop in the throttling valve TV1 to
keep a given minimum temperature difference inside HE1; this
lowers the pressure of the combined condensate �point 16� enter-
ing the main compressor, increasing its duty. In order to strike a
compromise between these opposing effects, the temperature of
point 2 has been set to −25°C, a value that minimizes the overall
compression power. Note that the extent to which incondensable
gases can be recovered is almost independent of the temperature
of point 2.

The liquid at point 13 �primarily CO2 and H2S� separated in the
first knockout drum is throttled through valve TV1 and introduced
to the cold side of heat exchanger HE1, in which it is heated and
evaporated. The pressure drop in TV1 �14.3 bar� is set to ensure a
2 K minimum approach inside HE1 �see Fig. 11�. Since the sepa-
ration efficiency increases monotonically with decreasing tem-
perature, the vapor fraction exiting the first knockout drum �point

Table 3 Percentage molar flow of the streams at the borders
of the cryogenic separation plant „Fig. 10…

Input �1� Fuel �7� Flow to storage �17�

Ar 1.45 1.14 0.31
CH4

0.06 0.04 0.01
CO 1.21 1.07 0.14
CO2

79.02 5.04 73.97
H2

15.46 14.97 0.48
H2S 1.65 0.08 1.58
N2

1.16 1.02 0.13
Total 100.00 23.37 76.63
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3� is further cooled down to −53°C through the exchangers HE2
and HE3 �point 4�. This value has been selected to ensure that the
temperature of the stream entering the cold side of HE3 �point 10�
remains slightly above �+0.6 K� the CO2 freezing point. The pres-
sure drop introduced by the throttling valve TV2 �25.5 bar� and
the particular arrangement of HE3 have again been selected to
insure a 2 K temperature difference within HE3. The liquid
streams separated in the drums and evaporated in the heat ex-
changers �points 12 and 15� are finally compressed in an inter-
cooled compression train up to 100 bar and then pumped in liquid
phase to 150 bar for long range transportation.

The vapor fraction exiting drum 2 �point 5�, which contains
96.9% of the original hydrogen in the input stream, is heated up in
HE2 and HE1 and combined with the primary H2 fuel stream for
the gas turbine. According to our calculations, carried out using
Aspen Plus commercial software, 4.7% of the H2S contained in
the input stream is not separated by this cryogenic process, and
would result in a significant sulfur emission at the stack if it is not
removed before combustion. These sulfur emissions could be re-

duced to the ultra-low levels typical of IGCC technology by
means of a chemical absorption process that, due to the low
amount of the H2S and the to high pressure of the feed stream,
should be a relatively low-cost component.

In plant MC, the thermodynamic properties of the most signifi-
cant points in the cryogenic separation process are listed in Table
4; the last two columns in Table 3 indicate the degree of separa-
tion achieved. A 93.6% CO2 separation efficiency is attained, with
a small power penalty of about 0.016 kW h per each kg of the
flow sent to storage. This value includes the compression power
needed to raise the pressure of the outlet flow to that of the inlet
flow ��60 bar�; i.e., the difference between the power required by
the system of Fig. 10 and that of a simple compression of the inlet
flow from 60 to 150 bar.

Calculation Method
Heat and material balances have been estimated by a computer

code originally developed to assess the performance of gas/steam
cycles for power production �28–30� and later extended to handle
gasification of coal and essentially all the processes encountered

Fig. 10 Detailed scheme of the cryogenic process adopted in the MC configuration to separate the
incondensable gases from the CO2 stream. For individual stream properties „see Table 4….

Fig. 11 Aggregate temperature-heat duty diagram for the heat
exchangers included in the cryogenic process of Fig. 10

Table 4 Properties of selected streams in the cryogenic sepa-
ration scheme „Fig. 10…

Point
Temperature,

°C
Pressure,

bar
Percentage Mass

Flow Rate
Liquid

Fraction

1 2.3 33.0 1.0000 0.0000
2 −25.0 33.0 1.0000 0.5645
3 −25.0 33.0 0.3350 0.0000
4 −53.0 33.0 0.3350 0.4633
5 −53.0 33.0 0.0975 0.0000
6 −40.3 33.0 0.0975 0.0000
7 0.3 33.0 0.0975 0.0000
8 −53.0 33.0 0.2376 1.0000
9 −50.0 33.0 0.2376 1.0000

10 −56.0 7.5 0.2376 0.9511
11 −40.3 7.5 0.2376 0.0000
12 −15.5 7.5 0.2376 0.0000
13 −25.0 33.0 0.6650 1.0000
14 −29.3 18.7 0.6650 0.9601
15 −15.5 18.7 0.6650 0.0000
16 −2.4 18.7 0.9025 0.0000
17 34.1 150.0 0.9025 1.0000
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in advanced power plants �31,32�. As mentioned before, perfor-
mance of the HSMR and the cryogenic CO2 separator have been
simulated by means of additional software packages �custom Mat-
Lab code and Aspen Plus, respectively�. The results of these an-
cillary models were incorporated into the overall mass and heat
balance through an iterative procedure.

Table 5 summarizes the main assumptions, representative of
state-of-the-art IGCC technology, adopted to generate the results
presented here. The syngas streams exiting the gasifier and shift
reactors are assumed to be in chemical equilibrium at the specified
exit temperatures; their compositions are calculated accordingly.
In a real gasifier, departures from equilibrium at the gasifier outlet
may occur, depending on the reactivity of coal, the design of the
gasification chamber, and the residence time within it; however, as
long as the carbon conversion is properly accounted for, the im-
pact of these variables on heat/mass balances has been found to be
quite small �33�. At the outlet of the WGS reactors, the approach
to equilibrium depends on the activity of the shift catalysts, which
slowly decreases in time; our assumption of full equilibrium is
believed to be satisfactory for most of the catalyst life.

The correlations and assumptions used in the power section of
the model have been calibrated to reproduce the performance of
advanced gas turbines �30� and of commercial combined cycles.
For example, published information about the performance of the
Siemens V94.3A gas turbine �a modeled version of which we
employ here� is compared with the results of our computational
model in Table 6. In particular, the gas turbine calculation proce-

dure is structured to automatically take into account changes in
the compositions of the fuel and/or the working fluid; for instance,
cooling flows are varied according to different heat transfer prop-
erties. However, the adaptability of a gas turbine unit developed
for natural gas to operate with different fuels �including dilution�
must be properly considered in the calculations. A lower fuel heat-
ing value fuel yields a higher gas flow rate through the combustor
and turbine, typically requiring: �1� a larger turbine nozzle section,
�2� increased pressure ahead of the turbine �usually requiring ad-
ditional compressor stages�, or �3� reduced air flow through the
compressor. To avoid modifying the gas turbine, we adopt the
third approach.

By closing the compressor variable guide vanes �VGVs�, the
reduced air flow enables gas turbine operation at its design pres-
sure ratio �equal to 17� and design turbine nozzle area. The turbine
inlet temperature is kept unchanged at 1350°C after verification
of the blade cooling requirements5. Provided that a sufficient stall
margin exists to operate the compressor at constant pressure ratio
and lower mass flow rate, this strategy does not affect the cycle
efficiency6, but it is important for the power output and therefore
for the cost evaluation.

Results and Discussion
Table 7 summarizes the performance of the four plants previ-

ously described. Column CV reports the performance of an IGCC
without CO2 capture. Tables 8 to 10 give the temperature, pres-
sure, mass, mole flow rate, and composition of the most signifi-
cant streams in each plant �Figs. 3–5�. Our discussion on com-
parative plant performance focuses on four issues: �1� CO2
capture efficiency, �2� overall plant efficiency, �3� the tradeoffs
inherent in choosing the N2 flow rate, and �4� technological
hurdles.

CO2 Capture Efficiency. Of the three plants that capture CO2,
MO has the lowest specific CO2 emissions �zero, in fact� because
its gas turbine is fed only with pure hydrogen. Since the H2 se-
lectivity of the membrane is assumed to be infinite, the gas turbine
fuel and exhaust flows are completely carbon free. Except for the
unconverted carbon from the gasifier and scrubber �assumed to be

5Fueling a gas turbine with diluted hydrogen increases the water concentration in
combustion products and leads to a higher heat transfer to the turbine blades com-
pared to natural gas operation. Two options are possible: �i� lowering the firing
temperature, �ii� increasing the coolant flow. For conceptual simplicity we preferred
the second option that also yields the best achievable performance.

6Cycle efficiency is not affected provided that the compressor efficiency does not
change as the VGVs close, as is assumed in this paper. This is a simplification, but is
sufficiently accurate, to the authors’ knowledge, within the limited range of VGV
positions considered here �80% to 100% airflow�.

Table 5 Main assumptions adopted to generate the results
presented in the paper

Coal Handling, Gasifier, and ASU

Coal used: Illinois #6 �ultimate analysis: C: 61.27%, H:
4.69%, O: 8.83%, N: 1.1%, S: 3.41%, Moisture: 12%,
Ash: 8.7%� HHV 26.143 MJ/kg, LHV 24.826 MJ/kg
Water/solids ratio in slurry 0.50
Gasification pressure, bar 70
Syngas temperature at gasifier exit, °C 1327
Heat losses in gasifier, % of input LHV 0.5
Carbon conversion, % 99.2
ASU power consumption, kW hel/kgPURE O2

0.261
O2 purity, vol.% 95
Pressure of O2 and N2 delivered by ASU, bar 1.05
Pressure of O2 to gasifier and catalytic combustor, bar 84
Temperature of O2 to gasifier and combustor, °C 207.4
Pressure of N2 to gas turbine combustor/air pressure 1.2
Electric power for auxiliaries, % of input coal LHV 1

Heat Exchangers

Pressure loss, % 2
Minimum �T for gas-liquid heat transfer, °C 10
Pinch point �T for evaporators, °C 8
Heat losses, % of heat transferred 0.7

CO2 Compressor

Final delivery pressure, bar 150
Compressor isentropic efficiency, % 82
High pressure pump efficiency, % 75
Temperature at intercooler exit, °C 35

Power Cycle

Steam evaporation pressures, bar 166, 36, 15, 4
Steam temperature at admission, °C 565
Condensation pressure, bar 0.04
HRSG gas side pressure losses, kPa 3
Pinch point �T, °C 8
Minimum �T in SH and RH, °C 25
Power for heat rejection, % of heat discharged 1
Gas turbine auxiliaries, % of gross output 0.35
Electric generator efficiency, % 98.7

Table 6 Comparison between performances quoted by the
manufacturer and predictions from the model used for thermal
balances for the natural gas-fired version of the Siemens
V94.3A gas turbine. Exhaust mass flow rate: 600 kg/s; Pres-
sure ratio: 17; Turbine inlet temperature: 1350°C; Compressor
inlet �p: 1 kPa; Turbine exhaust �p: 1 kPa „simple cycle…,
3 kPa „combined cycle…. The input parameter used to repro-
duce the manufacturer’s data have been adopted for all IGCC
calculations.

Predictions Siemensa Our model

Simple cycle data
Net electric power, MW 260.0 259.3
Turbine outlet temperature, °C 584 583
Net efficiency �LHV�,% 38.20 38.17

Combined cycle data
Net electric power, MW 390.0 388.3
Net efficiency �LHV�,% 57.30 57.19

aSiemens web site, www.pg.siemens.com, May 2003.
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0.8% of the input�, all carbon is contained in the CO2-rich stream
sent to geologic storage. In plant MC, the efficiency of cryogenic
carbon separation is only 92.3%; the remaining gases are routed to
the gas turbine �in order to recover the heating value of the H2 and
CO remaining in the CO2-depleted raffinate�, whose exhaust is
vented to the atmosphere. Note that the CO2 capture efficiency in
plant MC depends on CO conversion in the HSMR �which in turn
depends on HRF�. At HRF=85%, the specific CO2 emissions of
MC �66 g/kW h� is comparable to that of the conventional tech-
nology reference plant, CP �70 g/kW h�.

Overall Plant Efficiency. Among the three CO2 capture plants,
the two membrane-based plants have overall efficiencies that are
higher �by �1.7 percentage points� than reference plant CP. MC is
the most efficient design �38.6% LHV�, more efficient than CP
because of its low power requirements for CO2 capture and com-
pression �7.8 versus 28.6 MW�. Although plant MO uses even less
power �3.8 MW� for CO2 capture and compression, its efficiency
�38.4% LHV� is not quite as high as MC because of its radically
different power balance. In MC, the heating value of the raffinate
stream is exploited in the gas turbine topping cycle, whereas in
MO it is used to generate steam for the steam turbine bottoming
cycle �note that the 266 MW steam turbine output in MO is much
higher than MCs 181 MW�. The difference in efficiency between
the two plants would be even higher were it not for the non-
negligible heating value of H2S �24.2 MWth, or 2.1% of the input
coal LHV� which is burned to generate power in plant MO, in-
stead of being discarded in the other plants �i.e., the difference
would be higher if a low sulfur coal is used�.

Nitrogen Flow: The Tradeoff Between Plant Efficiency,
HSMR Cost, and NOx emissions. The efficiencies of both mem-
brane plants are affected by our practice of compressing all N2
available from the ASU and routing it to the HSMR, a design that
minimizes the membrane surface area, the HSMR cost, and NOx
emissions. The flow of N2 in plant MC is larger than in CP, as
reflected in their relative power requirements for N2 compression
�45.5 versus 28.5 MW�. In plant MO, whose ASU is larger than in
the other plants �because O2 is used for raffinate combustion as
well as gasification�, the N2 flow is greater still �compression
power=68.4 MW�. Adding compressed N2 to the gas turbine
�GT� combustor as a diluent effectively replaces a similar quantity
of compressed air from the GT compressor, reducing its power
needs and thus increasing the net GT output power. However, this
gain is typically more than offset by the power required for N2
compression. For example, the GT in MC generates 7 MW more
than in CP, but the larger N2 compressor requires an extra
17 MW. The practice of substituting N2 for air as the turbine

working fluid has two drawbacks: �1� N2 injected as a diluent in
the gas turbine combustor experiences a significant ��20% � pres-
sure drop and therefore requires more compression work than the
main air flow, and �2� the GT compressor efficiency is higher than
that of the N2 compressor. Another obstacle to the high N2 flow
rate in plant MO is that reducing the air flow to the GT compres-
sor by closing the inlet guide vanes �while keeping the design
pressure ratio� may drive the compressor beyond its surge margin.
For such high N2 flow rates, alternative solutions �e.g., larger
turbine nozzle area� may be required.

Despite the loss in plant efficiency, the increased N2 flow yields
some advantages, although they are small. With a 50% increase in
the flow of N2, the membrane surface area required in MO is
slightly �3.2%� lower than MC, although the latter membrane
separates 16% more hydrogen �2.638 versus 2.275 mole/s�. MO’s
increased N2 flow also leads to a reduced stoichiometric flame
temperature in the GT combustor �2130 K, compared to 2265 K
in MC and 2300 K in CP� and therefore lower NOx emissions are
expected.

One way to explore these tradeoffs is to reduce the N2 flow in
MO to that used in MC �i.e., a N2:H2 mole ratio of 1.34�. This
boosts the plant efficiency by 0.32 percentage points to 38.7%, but
raises the stoichiometric flame temperature to 2243 K, and in-
creases the required membrane surface area by 20%. Given the
many competing tradeoffs, it is clear that the optimal N2 flow rate
can be determined only in the context of a complete economic
analysis designed to minimize the cost of electricity.

Technical Hurdles. Designing novel power cycles is an exer-
cise in balancing potential thermodynamic and economic advan-
tages against the difficult technological challenges they imply. It is
worth recapitulating some of the technical obstacles the occur in
membrane-based plants MC and MO. Despite many small scale
experiments with membrane reactors, the HSMR envisioned here
is presently just an abstraction. The real device would be very
large �with almost a football field of surface area, �34,000 m2�,
expensive and probably relatively delicate. It remains to be dem-
onstrated that such a unit can withstand attack by a chemically
aggressive �and, compositionally, quite variable� coal synthesis
gas at high temperature and pressure over the life of the plant.
Plant MO employs a catalytic combustor to burn a low-BTU syn-
gas containing H2S, and a condensing heat exchanger that oper-
ates at high pressure with an extremely acidic aqueous conden-
sate. It is not clear whether or not such devices can be
economically built and maintained. The cryogenic plant system in
MC plant, even if not including “exotic” components, is rather
innovative and complicated; it requires large heat transfer surfaces
made of costly materials �high quality stainless steel� with a sig-
nificant cost impact. In both membrane plants, the H2+N2 perme-
ate stream exits the HSMR over 400°C and is directly injected
into the GT combustor; this temperature is notably higher than
that encountered in current IGCC plants7. CO2+H2S co-
sequestration raises a host of regulatory, technical, geological, and
safety-related issues that are under active investigation. Finally,
the whole idea of large scale CO2 capture and storage for the
purpose of mitigating global climate change is a work in progress.
Studies such as this illuminate but a small portion of this complex
problem.

Conclusions
The membrane-based plants were expected to have the follow-

ing advantages over the commercially ready reference plant: �1�
superior efficiency, �2� higher CO2 capture efficiency, and �3� a
reduction in plant capital cost. To quantify these advantages, aim-
ing to understand their potential in the power production industry,

7The efficiency loss caused by fuel cooling to 300°C �a value compatible with the
IGCC standards� can be estimated in 0.3 percentage points when heat is recovered to
generate HP steam.

Table 7 Performance of the plants considered in the paper

CV CP MO MC

Mol steam/C to WGSR ¯ 2.390 2.462 2.459
Gas turbine airflow, kg/s 536.0 553.9 495.1 532.8
Gas turbine power, MW 294.3 293.7 315.5 300.2
Steam turbine power, MW 178.6 179.3 266.3 181.0
Syngas expander, MW 9.5 9.8 0.0 0.0
ASU consumption, MW −26.3 −28.5 −41.4 −27.6
O2 compressor, MW −16.8 −18.2 −26.4 −17.6
N2 compressor, MW −33.3 −28.5 −68.4 −45.5
Auxiliaries, MW −15.9 −17.2 −20.2 −16.1
CO2 capture & compr., MW ¯ −28.6 −3.8 −7.8
Net power output, MW 390.1 361.9 421.5 366.6
LHV fuel input, MW 908.2 983.7 1098.1 949.4
Plant efficiency, %, LHV 42.95 36.79 38.38 38.61
Carbon removed, % 0.00 92.02 100.00 92.15
CO2 emissions, kg/kW h 0.752 0.070 0.000 0.066
Stoichiometric flame temp, K 2300.0 2300.0 2130 2265
Membrane area, m2

¯ ¯ 33202 34337
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we calculated the thermodynamic performance of low CO2 emis-
sion IGCC cycles based on H2 separation membranes. These
cycles present slightly higher thermodynamic and CO2 removal
efficiencies than comparable plants based on the conventional gas
separation technology �CO2 absorption by means of solvents�.
The potential efficiency improvement here evaluated is 1.6–1.8
percentage point, but further improvement should be possible by
adopting more efficient syngas cooling technology. In fact, when
using syngas coolers rather than quench, the HSMR solutions are
expected to show their best potential, not requiring large water
quantities to promote the shift reaction �we intend to investigate
this aspect in a future paper�. A better CO2 capture is actually
achieved, especially for the configuration with catalytic combus-
tion with 100% removal.

The economic aspects will be investigated in a subsequent pa-
per, but on a very rough basis it can be said that the investment
cost of MC plant will be convenient, compared to a conventional
�CP� plant, if the sum of the costs of membrane reactor and cryo-
genic system is lower than the cost of the CO2-H2S separation/
compression system �including absorption and regeneration�, the
other components being shared by both the plants. The same ap-
plies to the MO plant, considering the costs of membrane reactor
and catalytic combustor. However, the overall cost of the CO2
-H2S separation/compression section only accounts for about 15%
of the total investment cost of the CP plant �7�, substantial capital
cost savings do not appear achievable by means of HSMR, also
considering that an expensive material as palladium is required for
the membrane reactor.

In conclusion, it is authors’ opinion that HSMR may represent
an advancement in the state-of-the-art of CO2 capture in power
plants, deserving more research and development actions to over-
come the substantial technical hurdles that remain, but the en-
hancement allowed by this technology is limited to few percent-
age points in terms of plant performance and cost.
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High-Pressure Turbine Deposition
in Land-Based Gas Turbines From
Various Synfuels
Ash deposits from four candidate power turbine synfuels were studied in an accelerated
deposition test facility. The facility matches the gas temperature and velocity of modern
first-stage high-pressure turbine vanes. A natural gas combustor was seeded with finely
ground fuel ash particulate from four different fuels: straw, sawdust, coal, and petroleum
coke. The entrained ash particles were accelerated to a combustor exit flow Mach num-
ber of 0.31 before impinging on a thermal barrier coating (TBC) target coupon at
1150°C. Postexposure analyses included surface topography, scanning electron micros-
copy, and x-ray spectroscopy. Due to significant differences in the chemical composition
of the various fuel ash samples, deposit thickness and structure vary considerably for
each fuel. Biomass products (e.g., sawdust and straw) are significantly less prone to
deposition than coal and petcoke for the same particle loading conditions. In a test
simulating one turbine operating year at a moderate particulate loading of 0.02 parts per
million by weight, deposit thickness from coal and petcoke ash exceeded 1 and 2 mm,
respectively. These large deposits from coal and petcoke were found to detach readily
from the turbine material with thermal cycling and handling. The smaller biomass de-
posit samples showed greater tenacity in adhering to the TBC surface. In all cases,
corrosive elements (e.g., Na, K, V, Cl, S) were found to penetrate the TBC layer during
the accelerated deposition test. Implications for the power generation goal of fuel flex-
ibility are discussed. �DOI: 10.1115/1.2181181�

Introduction
Due to current economic and political pressures, alternate fuels

such as coal, petcoke, and biomass are being considered to pro-
duce substitute syngas fuels to replace natural gas in power tur-
bines. Given the present volatility in natural gas markets and the
uncertainty regarding projected fuel availability over the
20–30 yr design lifetime of newly commissioned power plants,
coal and petroleum derivative fuels are already being used at a
handful of gas turbine power plants worldwide. In addition, inter-
mediate goals of the DOE Future Gen and DOE Turbine Program
focus on coal syngas as a turbine fuel in an effort to reduce de-
pendency on foreign supplies of natural gas. At the same time,
environmental concerns have led to government mandated bio-
mass utilization in boilers in some European countries. Biomass
turbine power plants are of particular interest since they would
potentially provide a CO2 emission benefit without expensive
CO2 capture and sequestration. Thus, the stage is set for broader
integration of alternate fuels in gas turbine power plants.

Despite the greatest precaution in filtration and cleanup sys-
tems, small levels of unwanted contaminants are introduced into
the hot section of gas turbines. At the high mass flow rates typical
of large utility engines, even trace amounts of particulate can ac-
cumulate to significant quantities. For example, a particulate con-
centration of 0.1 parts per million by weight �ppmw� will produce
2 tons of ingested material in a large utility power plant during an
8000 h operating year. These contaminants may either pass
through the engine with no effect, or attack the surfaces of the
engine through erosion, corrosion, or deposition. The adverse ef-
fects of these three degradation mechanisms are well documented
in the literature. Erosion reduces engine performance by opening

up tip clearances and altering blade contours. For example, Gh-
enaiet et al. �1� reported a 6–10% loss in adiabatic efficiency for
6 h of sand ingestion in an axial fan. Deposition poses the oppo-
site problem by clogging critical bleeds and reducing blade flow
passages. Wenglarz �2� proposed a model for estimating the loss
in turbine power that occurs when the choked mass flow limit is
reduced due to deposit buildup at the nozzle guide vane passage
throat. Kim et al. �3� documented the disastrous results of film-
cooling holes being plugged by massive ingestion from simulated
volcanic ash in aircraft gas turbines. Deposition can also acceler-
ate material corrosion by bringing significant concentrations of
corrosive elements in direct �molten� contact with the turbine ma-
terial system. Both erosion and deposition are also known to in-
crease levels of surface roughness, which produces corresponding
increases in heat transfer �up to 50%� and skin friction �up to
300%� �4�. Finally, all three degradation mechanisms �including
corrosion� reduce part life and increase the risk of run-time
failure.

The prevailing mode of surface degradation for a given combi-
nation of airborne contaminants is a function of the specific tur-
bine operating environment. Two of the important determining
factors are the gas �and particle� temperature and the turbine sur-
face temperature. The gas temperature determines the physical
state of the particles �e.g., solid, molten, or vapor�. This in turn
influences whether the particles rebound from the surface �poten-
tially causing erosion upon impact� or instead tend to deposit.
Previous turbine tests with coal-derived fuels by Wenglarz and
Fox �5,6� show a dramatic increase in deposition rate as the gas
temperature is raised above the particulate melting point. In their
study, coated turbine superalloy specimens were subjected to
2–5 h of deposition from three coal-water fuel �CWF� formula-
tions. The coal had been cleaned to simulate ash levels ��1% �
that would be considered acceptable for use in a gas turbine. The
ash consisted primarily of Fe, Si, Al, and Ca with �2% concen-
trations of K, Na, P, Ti, and Mn. The fuel was burned in a low-
emission subscale turbine combustor at realistic flow rates �e.g.,
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impact velocities �180 m/s� and gas temperatures �1100°C�.
With the turbine specimens located at two different streamwise
locations downstream of the combustor exit, the influence of gas
temperature on deposition rate could be studied. It was noted that
the upstream specimens �operating at gas temperatures �1100°C�
experienced one to two orders of magnitude higher deposition
rates compared to the downstream specimens �operating at gas
temperatures �980°C�. High-temperature deposits were prima-
rily Fe, Al, and Si, while the lower temperature deposits had a
disproportionately high concentration of Na. This corresponded
with the lower softening temperature of Na compared to Al and
Si. In addition, the lower temperature deposit spalled off with test
shutdown, while the higher temperature deposits adhered to the
surface more tenaciously. Compared to a previous series of tests
with lower ash content �0.025%� residual fuel oil, the deposit
levels with coal-water fuels were two to three orders of magnitude
larger for the same operating temperature �7�.

Wenglarz and Fox �5� also explored the possibility of subcool-
ing the upstream turbine specimens and found a factor of 2.5
reduction in deposits for a 200°C drop in metal surface tempera-
ture. Lower deposit formation in areas of reduced surface tem-
perature was also noted by Bons et al. �8� in their study of ser-
viced turbine hardware. Cooled turbine vanes which exhibited
large �1–2 mm thick� marine deposits over their entire surface
were noticeably free of deposits in the film-cooling flow path
where surface temperatures are significantly lower. This effect
created substantial troughs or “furrows” which extended for more
than 10 hole diameters downstream of the cooling-hole exit.
These results confirm the important role of gas and surface tem-
perature in determining deposition rates from ash-bearing fuels.

For biomass fuels, Patnaik et al. �9� conducted flame tunnel
tests on MCrAlY �oxidation-resistant coating� and TBC material
systems using a wood pulp liquid fuel suspension. Specimen tem-
peratures of 850°C and 650°C were attained to simulate condi-
tions in a gas turbine, though gas velocities were not representa-
tive. The study focused on the corrosive influence of alkali
elements in the high-ash content biomass fuel. These elements can
not be washed out with standard scrubbing techniques. Ash depos-
its of up to 2 mm in thickness were observed after 50 h of expo-
sure to the high-temperature biomass flame. The actual deposition
rate may have been significantly larger than this given evidence of
deposit flaking and renewal during the test duration. The deposits
consisted primarily of K and Ca, with smaller concentrations of
Ni, Si, Cu, Cr, and S. Subsequent 1000 h corrosion tests at con-
stant temperature yielded evidence of Type I hot corrosion despite
low levels of sulfur present in the deposit. Significant coating
degradation and removal was noted due to repeated fusing and
flaking off of deposits during the flame exposure test.

In a related study, Wright et al. �10� reviewed the composition
of typical biomass fuels �grass-based and wood-based� and as-
sessed the relative degradation threat posed to gas turbines by
these renewable fuels compared to coal. Wood and grass-based
biomass fuels both have higher levels of corrosive alkali metals
such as K and Na than coal. Of the two classifications studied,
grass-based fuels were identified as having the potential to be
most troublesome due to higher levels of S and Cl. Similar to
Patnaik et al. �9�, this study by Wright et al. concluded that bio-
mass cleanup to remove alkali is more problematic than coal due
to the high moisture content.

Considering these well-documented findings, power plant op-
erators and manufacturers interested in promoting fuel flexibility
in gas turbines would do well to consider issues related to depo-
sition from higher ash content fuels. This is particularly critical in
light of recent advances in turbine material systems which now
routinely allow turbine inlet temperatures in excess of 1400°C. At
these elevated temperatures, more stages of a gas turbine encoun-
ter gas �and particles� at temperatures in excess of particle melting
temperature, and are thus more susceptible to deposition. More-
over, modern G- and H-class turbines rely heavily on innovative

cooling strategies which may influence deposition patterns in the
flow path. Finally, advanced material systems �EB-PVD and APS
TBCs� have been designed and validated during a period when
natural gas is the gas turbine fuel of choice. As such, the impact of
depositing contaminants on TBCs may present unforeseen viabil-
ity issues for existing high-performance turbines. Clearly, new
research is needed to evaluate the impact of alternate fuels in this
complex operating environment.

The objective of the present study is to provide a comparative
analysis of various fuel alternatives at engine representative con-
ditions. This is done using the recently commissioned Turbine
Accelerated Deposition Facility �TADF� described in detail by
Jensen et al. �11�. The design premise of this test facility is that
deposition in gas turbines is governed by essentially three critical
parameters: gas �particle� temperature, gas �particle� impact veloc-
ity, and particle loading. Gas temperature insures that the particles
are in the correct physical state �solid, molten liquid, or vapor�
when they arrive at the turbine surface, particle velocity governs
the primary delivery mode of inertial impaction, and particle load-
ing is the net particle loading experienced by the turbine over a
given period of time. The latter of these three simulation param-
eters is potentially the most controversial since it implies that
4000 h of deposition exposure on a real gas turbine can be simu-
lated with a 4 h accelerated laboratory test as long as the net
particle throughput is matched. Thus, by increasing the particle
concentration in the combustor gas �parts per million by weight,
or ppmw� by three orders of magnitude from that found in a
typical operating turbine, the test duration can be reduced by the
same three orders of magnitude to preserve the same particle load-
ing �ppmw h�. The validation of this hypothesis was the subject of
a previous paper by Jensen et al. �11�. Heat transfer characteristics
of deposits generated in the accelerated deposition facility were
compared with deposits on in-service hardware. It was found that
for all of the critical features affecting convective heat transfer
�i.e., deposit surface roughness� and conduction heat transfer �i.e.,
deposit thickness, structure, and elemental constituents�, the ac-
celerated test produced comparable results to longer duration
exposure.

Using this accelerated facility, the influence of different operat-
ing parameters on deposition can be rapidly evaluated in a com-
prehensive test matrix. For example, a previous study considered
the effect of gas temperature and impingement angle on deposit
formation from airborne particles typical of dust-laden operating
environments �11�. The present study addresses the effect of dif-
ferent fuels at constant operating conditions.

Ash Preparation and Characterization
To avoid the considerable capital expense and complexity asso-

ciated with simulating combustor operation with different fuel for-
mulations �e.g., fluidized bed, gas cleanup system, etc.�, the Tur-
bine Accelerated Deposition Facility �TADF� employs a natural
gas combustor seeded with ash particles. Thus, it is critical to
insure that the ash particles are of the same size, state, and com-
position that might be expected to impact on turbine surfaces after
reasonable gas cleanup.

The four ash samples used in this study were collected from
various sources. Coal and petcoke samples were obtained exter-
nally, while the biomass samples were prepared locally using fa-
cilities in BYU’s Advanced Combustion Engineering Research
Center. Subbituminous coal fly ash was obtained from an operat-
ing power plant, while the petcoke ash is boiler slag obtained from
a combined cycle gas turbine power plant operating with a blend
of 55% petcoke and 45% coal. Straw ash was produced in a two-
step process. First, raw material was partially burned to eliminate
volatiles. Second, the partially burned ash was placed in a pro-
grammable furnace and cycled through a standard ashing process.
This same two step process was repeated to generate sawdust ash.
A standard kitchen wheat grinder set on the finest setting was used
to grind the ash particles to the size needed for testing.
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Since the objective of the study was to simulate ash that could
be entrained by the flow leading to the turbine, the particles must
be small enough to navigate the various gas cleanup systems.
Filtration systems in modern gas turbine powerplants are designed
to remove all particles with diameters greater than 10 �m and a
majority of particles larger than 1 �m. Measurements of particle
size distributions from properly functioning advanced filtration
systems indicate mass mean diameters of order 1 �m, even for
hot gas clean-up. With inadequate or degraded filtration, these
levels can be exceeded. Thus the target mass mean particle diam-
eter for this study was less than 10 �m. After grinding, the size of
each ash sample was determined using a laser-based Coulter
Counter. The ash was suspended in distilled water and dispersed
through the Coulter Counter feed system with the use of a soni-
cator and/or small amounts of liquid detergent. When illuminated
by the laser beam, the particles scatter light in patterns according
to their size. This scattered light was detected using photodetec-
tors and converted to the particle distributions shown in Fig. 1;
mass mean diameters are presented in Table 1. With the exception
of the petcoke sample, the mass mean diameters are all between
10 �m and 20 �m, with a significant portion of each sample un-
der 10 �m. Thus, the majority of particles in this study are larger
than those found with properly functioning gas cleanup. Larger
particles ��1 �m� are deposited by inertial impaction while
smaller particles ��1 �m� are generally deposited by turbulent
diffusion and thermophoresis. Thus, the results of this study are
appropriate for deposition dominated by inertial impaction. Nearly
all of the particles are less than 40 �m in diameter, which was
determined to be the maximum diameter that would attain full
velocity and thermal equilibrium with the hot gases in the com-
bustor exit nozzle of the TADF �11�. Thus, the particles are ex-
pected to be at the proper gas temperature before impact.

Following the Coulter Counter measurement, ash samples were
placed inside a FEIXL30 environmental scanning electron micro-
scope to obtain qualitative validation of the particle size and
shape. Figure 2 shows typical ESEM images from two of the ash
samples. The coal ash particles appeared mostly spherical in shape
while the straw ash particles were more uniform in size but more
irregular in shape. The petcoke ash �not shown� was similar to the
straw in shape though not in size. Finally, the sawdust ash par-
ticles �not shown� were highly irregular, with indistinct bound-
aries between clumps and edges that appeared fibrous. The bulk
density of each ash sample was measured in a graduated cylinder,
and the apparent density �mass per particle exterior volume� was
calculated using an estimated packing factor of 0.5 �see Table 1�.

X-ray spectroscopy was used to determine the composition of
the four types of ash while they were in the ESEM. An EDAX
Phoenix Spectrometer with super ultrathin window was used to
obtain elements down to an atomic number of carbon. The el-
emental compositions of the four types of ash, as determined by
the x-ray analysis, are given in Table 1. Values of 0.0 indicate
levels below the background noise level of the spectrometer. An
independent elemental analysis was conducted on the four ash
samples by ALS Chemex using inductively coupled plasma
atomic emission spectroscopy �ICP-AES�. The results identified
the same elements as the x-ray spectrometer in approximately the
same weight percentages, though the ICP-AES analysis of the
bulk ash showed 15–20% greater silicon content compared to the
x-ray measurements which were spot measurements. In addition,
the ICP-AES is unable to measure vanadium.

Fig. 1 Ash particle size distribution from Coulter Counter measurement

Table 1 Ash particle summary statistics: size, density, and av-
erage elemental composition

Coal Petcoke Straw Sawdust

Mass Mean
Diameter ��m�

13.3 33.0 17.6 19.7

Median
Diameter ��m�

10.6 28.5 15.1 11.8

Bulk Density
�g/cc�

0.99 1.45 0.84 0.48

Apparent
Density �g/cc�

1.98 2.90 1.68 0.96

Element Weight
%

Weight
%

Weight
%

Weight
%

Na 6.9 4.3 1.7 5.9
Mg 3.6 2.2 2.54 12.4
Al 17.8 14.5 1.8 5.1
Si 47.4 38.3 48.4 11.6
P 1.6 0.0 3.4 2.2
S 1.8 1.0 3.0 1.3
Cl 0.0 0.0 2.8 0.0
K 2.6 2.5 23.4 10.7
Ca 8.7 7.5 7.8 42.9
Ti 1.6 0.8 0.0 1.3
V 0.0 3.4 0.0 0.0
Cr 0.0 0.0 0.0 0.0
Mn 0.0 0.0 0.0 4.5
Fe 6.4 22.9 5.0 1.0
Ni 0.0 0.9 0.0 0.0
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Of particular note in Table 1 are the high levels of S and Cl in
straw �as noted by Wright et al. �10�� and the vanadium found in
petcoke �added during petroleum processing�. Petcoke also shows
particularly high levels of iron oxide. Calcium and magnesium are
especially prevalent in the sawdust ash, while sodium is indicated
in all of the samples, though at a lower level in straw ash. The
potassium levels in biomass are also significantly higher than coal
and petcoke, as noted earlier.

Experimental Test Conditions
A detailed description of the Turbine Accelerated Deposition

Facility �Fig. 3� is provided by Jensen et al. �11�; only a brief
summary of the essential features is given here. High pressure air
is fed into the base of the combustor, where it is properly dis-
persed and straightened to provide uniform flow to the burner with
no swirl. Natural gas is fed into the combustor through four sym-
metrically placed copper tubes. A small amount of air is premixed
with the natural gas. This partial premixing drastically reduces
soot formation in the facility, but for safety considerations the
amount of air added is kept small to avoid the flammability limit.
A fraction of the high pressure air is also directed through the
particle feed system where the ash particulate is injected into the
center of the combustor. The particle feed system consists of a
glass bulb that has two inlets and one exit. The primary air enters
through the top and the particulate is steadily injected through a

side inlet by a glass syringe driven by an electric motor. The
particulate-carrying flow exits from the bottom of the bulb to the
combustor. Test conditions are monitored using mass flow and
temperature sensors. Air flow is measured by a choked flow ori-
fice plate. The natural gas mass flow rate is determined using a
rotameter and a pressure gauge in the line. The uncertainty in the
mass flow was ±4% for the nominal flow rate �0.011 kg/s�.

After combustion the flow enters a 20 deg cone axisymmetric
nozzle with a 370:1 inlet to exit area ratio. This is followed by a
1 m long pipe where entrained particles less than 40 �m in size
reach 95% of the flow velocity and temperature before impacting
the test specimen. The flow exits this equilibration pipe as a tur-
bulent jet and impinges on the target coupon located 2–3 jet di-
ameters from the pipe exit �Fig. 3�. Jet exit temperatures were
measured using two Super OMEGACLAD K-type thermocouple
probes positioned just upstream of the turbine blade sample. Over-
all error in temperature measurements is less than 15°C at the
operating temperature of 1150°C.

Particle feeding commenced after the facility was brought to
steady-state operating conditions, which were maintained
throughout the duration of each test. The steady-state conditions at
the combustor exit were approximately 1150°C with a 200 m/s
exit velocity �Mach number of 0.31�, matching the typical inlet
Mach number range �0.2–0.4� for a first-stage turbine blade row.
As mentioned earlier, the operating principle of the accelerated
deposition facility is to match the net loading of particulate, mea-
sured in ppmw hr. Table 2 contains the test duration and ppmw h
loading data. The majority of testing was conducted at a nominal
value of 140 ppmw h, while two additional tests were performed
at significantly higher loadings. As a reference, the 140 ppmw h
loading level would be equivalent to 1 operating year �8000 h� at
a relatively low particulate concentration of 0.02 ppmw.

Circular turbine blade samples, approximately 2.41 cm in diam-
eter and 0.45 cm thick, were obtained from a turbine blade coat-
ing manufacturer. The samples were representative of a high-
performance turbine material system: a cobalt-based super-alloy
substrate approximately 0.3 cm thick, an MCrAlY oxidation resis-
tant coating approximately 125 �m thick, and an APS yttrium
stabilized zirconium �YSZ� TBC layer approximately 0.75 mm
thick. All tests were run with the samples at a 45 deg impinge-
ment angle. No cooling was applied to the specimen, so that the

Fig. 2 ESEM images of „a… coal and „b… straw ash after pro-
cessing. Images are approximately 150 �mÃ150 �m.

Fig. 3 Schematic of Turbine Accelerated Deposition Facility
„TADF… at BYU
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system operates approximately isothermally at the gas tempera-
ture. Temperature gradients through the TBC thickness that exist
in practice are therefore not simulated.

After completing the tests, each sample was weighed and com-
pared to its preburn weight. The samples were then placed on a
Hommel profilometer to measure the surface topography and
roughness of the deposits. Multiple steps were required to prepare
the sample for analysis in the ESEM. Each sample was potted in
epoxy to preserve the deposit. Using a water-cooled, diamond-
tipped saw, each sample was cut in half perpendicular to the flow
direction. The cut sample was then encased in bakelite and pol-
ished. Finally, because deposit layers and TBC are not electrically
conductive, the sample was coated with a fine layer of carbon to
prevent charge buildup from distorting the ESEM images.

Results and Discussion
After cross-sectioning each specimen, the average deposit

thickness was determined from a series of point measurements
made every 3 mm along the cut section. This average thickness
data are plotted versus net particle loading �ppmw h� in Fig. 4.
Since the cross section was deliberately taken through the peak
thickness of the deposit, this measurement is a linear average and
does not represent an average for the entire specimen surface area.
From the limited coal and petcoke data it appears that the deposit
thickness varies linearly with net particle loading �as denoted by
the lines from the origin�.

Using the pretest and post-test weight measurements, the net
specimen weight gain during exposure was assessed �Table 2�.
Dividing this deposit weight by the exposed coupon surface area
and the test duration yielded deposition rate measurements of
143 mg/cm2 h and 76 mg/cm2 h for the highest particle loading
coal and petcoke cases, respectively �Table 2�. This coal deposi-

tion rate is comparable to those witnessed in the coal water fuel
study of Wenglarz and Fox �5� where deposition rates from
200–400 mg/cm2 h were recorded at comparable gas tempera-
tures. The petcoke deposit is a factor of 4 less dense than the coal
deposit. It has twice the average thickness but only half the
weight. This is indicative of the porous nature of the petcoke
deposit as will be seen in the ESEM images below. This finding is
particularly surprising since the petcoke ash apparent density is
roughly 50% higher than that for coal ash �Table 1�. One final
deposition metric that is tabulated in Table 2 is the net particle
capture efficiency �mg/h of deposit divided by mg/hr of particu-
late in the flow�. Coal has the highest capture efficiency �17%�,
which drops to 12% as particle loading �ppmw� is increased. The
petcoke and biomass net capture efficiencies are less than half of
the lowest value calculated for coal.

The coal deposit was brownish in color with a surface that was
rutted and broken. The majority of the coal deposit separated from
the coupon after the specimen cooled down and was removed
from the holder. This left a thin ��100 �m� layer of deposit resi-
due on the TBC. When the deposit separated from the surface,
thin sheets of deposit were also dislocated from the main body of
the deposit. These interface layers resembled thin sheets of mica,
and later X-ray analysis indicated higher concentrations of silicon
and lower concentrations of iron and aluminum relative to the
bulk of the deposit. The interface sheets also registered small
��5% � but significantly elevated concentrations of potassium,
phosphorus, and titanium compared to the main deposit.

The petcoke deposit behaved similarly to the coal deposit by
separating from the coupon after test shutdown and subsequent
handling. The deposit had a purplish/red color and a surface tex-
ture similar to lava rock. The dark brown sawdust deposit was
considerably thinner but adhered more tenaciously than the coal
or petcoke deposits. This greater adherence may be caused by its
small average thickness �0.25 mm�, since the residual interface
stresses induced by differing coefficients of thermal expansion in
the deposit and TBC decrease as the deposit becomes a thin sheet.
Finally, the straw deposit had a glasslike, greenish-white surface
that appeared relatively uniform in thickness. It was by far the
most tenacious, with no obvious post-test dislocation from the
TBC.

Surface topologies from three of the deposit samples are shown
in Fig. 5. The straw �Fig. 5�a�� and coal residual �Fig. 5�c�� sur-
face maps represent a large fraction �8�22 mm� of the exposed
coupon surface while the coal deposit surface map �Fig. 5�b�� was
taken from a small 3 mm�3 mm separated piece of deposit. All
three maps are shown with the surface curvature removed so that
the surface roughness is highlighted. The straw deposit surface
�Fig. 5�a�� is more irregular than the coal deposit surface �Fig.
5�b��. Centerline-averaged roughness �Ra� values are 40 �m and
28 �m for the straw and coal deposits, respectively. In addition,
the straw deposit roughness is steeper than the coal �average
forward-facing surface angle of 23 deg versus 15 deg for the
coal�, so that the effect of the roughness on the flow is more

Table 2 Particle loading test conditions

Ash
Type

Test
Time
�h�

Particle
Concentration

�ppmw�

Net
Particle
Loading
�ppmwh�

Net
Deposit
Weight
�mg�

Depositi
on rate

�mg/cm2h�

Net
Particle
Capture

Efficiency
�%�

Coal 3 55 165 1.1 72 17%
Petcoke 2 70 140 Not

measured
N/A N/A

Straw 2 77 154 �0.1 N/A N/A
Sawdust 3 37 111 0.2 13 5%

Coal 4 150 600 2.9 143 12%
Petcoke 3 165 495 1.15 76 6%

Fig. 4 Average deposit thickness vs. net particle loading for 4
fuels
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pronounced. Comparing these values to data acquired by Bons �4�
for a large turbine vane operating with Rec�1�106, these rough-
ness values correspond to estimated increases in convective heat
transfer coefficient ranging from 15% to 20% and increases in
skin friction from 70% to 140% �for the coal and straw surfaces,
respectively�. After the coal deposit separated from the TBC sur-
face, the residual deposit on the specimen has a roughness signa-
ture comparable to the straw deposit �Fig. 5�c��. Thus, if in prac-
tice large coal and petcoke deposits are removed by thermal
cycling of the gas turbine, the detrimental influence on turbine
efficiency due to the residual deposit could actually increase.

Scanning electron microscope cross-sectional images of the
four different fuel deposits reveal significant differences in the
deposit structure as well. A previous TADF study with airborne
dust particles showed layering in the deposit, with structures pre-
dominantly oriented parallel to the surface �11�. By comparison,
the fuel deposits in this study are fairly isotropic in structure and
composition. Figure 6�a� is an ESEM cross-sectional image of the
coal deposit. Note the large �±100 �m� amplitude surface height
variations observed previously in the topology of Fig. 5�c�. The
coal deposit is riddled with 30–80 �m diameter inclusions. Fur-

Fig. 5 Surface topographies of 3 different deposits from Hommel profilometer measurements.
„a… 8 mmÃ21 mm section of straw deposit surface—peak height È400 �m „b… 3 mmÃ3 mm
section of coal deposit surface—peak elevation È600 �m „c… 8 mmÃ22 mm section of residual
coal deposit after deposit separated—peak È350 �m.
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ther interrogation using x-ray spectroscopy indicated that while
the majority are solid �metal� particles that were trapped in the
molten deposit at temperature, some are porous cavities. The sec-
ond coal ESEM image �Fig. 6�b�� was taken at high magnification
near the deposit/TBC interface. At this location, a crack in the
TBC has been penetrated by the coal deposit.

The petcoke deposit �Fig. 7� exhibits much larger inclusions
�100–300 �m diameter� with strandlike structures lining the cav-
ity walls. This high porosity accounts for the low density of the
petcoke deposit compared to the coal deposit, as noted earlier. The
isotropic matrix surrounding the inclusions registers over 60%
silicon content while the strands have a composition similar to the
ash. Thus, the strands may be evidence of larger petcoke ash par-
ticles that were captured by the molten glass �silicon� matrix, thus
greatly augmenting the deposit thickness. The sawdust deposit
�not shown� exhibited a much more homogeneous character with
significantly fewer and smaller �10–30 �m diameter� inclusions.
The straw deposit �Fig. 8� is most like the airborne dust deposits
mentioned earlier �11�, with structures running parallel to the TBC
surface. The darkened region in Fig. 8 is an elongated cavity
formed during the deposition test. This deposit is the most “glass-

like” and appears to have formed in sheets along the surface. A
deposit-filled TBC crack is indicated in this figure as well.

While mounted in the ESEM, the deposits were interrogated
using x-ray spectroscopy. The ESEM registers regions of different
structure with distinctively different hues �e.g., the inclusions in
Figs. 6–8�. Some of these regions exhibited significantly different
elemental composition as well. In all cases, at least three measure-
ments were made in each region of the deposit. The composition
values in Table 3 are area-weighted averages of the various mea-
surements. Thus, if the inclusions in Fig. 6�a� represented 20% of
the cross-sectional area of the deposit, they were averaged with a
20% weighting. Values of 0.0 indicate levels below the back-
ground noise level of the spectrometer. As has been found in
previous data from actual aircraft turbine deposits �11,12�, el-
emental concentrations showed no demonstrable trend with
thickness.

In general, the relative concentration of elements detected in the
deposits �Table 3� are similar to those detected in the ash �Table
1�. A side-by-side comparison of these data can be used to deter-
mine if there are specific preferences for deposition at the given
operating conditions �Fig. 9�. For example, the petcoke and saw-
dust deposits show significant increases in the concentration of Si
in the deposit �relative to the ash� at the expense of Fe �in the case
of petcoke� and Ca, K, Mg �in the case of sawdust�. Since silicon
is noncorrosive and essentially insulates the TBC surface, this
trend is favorable for blade life. On the other hand, sharp in-
creases in Na, P, and Cl �e.g., the straw deposit� are undesirable
for blade life.

Perhaps even more worrisome for the health of the turbine
blade material system is the observed penetration of deposit ma-
terials into cracks in the TBC �Figs. 6�b� and 8�. These vertical
segmentation cracks are deliberately formed in the APS TBC to
improve erosion and thermal shock resistance. It is possible that
these fissures present paths for premature contamination of the
TBC. Though the observed deposits in the TBC cracks could pos-
sibly have been caused by contamination during specimen pro-

Table 3 Average elemental composition of deposits „values
are in wt %…

Element Coal Petcoke Straw Sawdust

Na 5.8 3.5 4.4 5.6
Mg 4.1 1.8 2.6 7.7
Al 18.9 12.5 3.2 7.8
Si 45.3 55.0 42.6 31.8
P 1.84 0.0 6.6 0.9
S 0.9 0.0 2.0 0.9
Cl 0.0 0.0 6.7 0.0
K 2.0 1.9 15.9 4.6
Ca 11.6 6.8 7.6 34.3
Ti 1.8 1.1 3.6 0.8
V 0.0 2.2 0.0 0.0
Cr 0.0 0.3 1.2 0.0
Mn 0.0 0.0 0.0 1.8
Fe 7.8 14.5 0.0 3.8
Ni 0.0 0.5 0.0 0.0

Fig. 6 ESEM cross-section of coal surface deposit and coal/
TBC interface. „a… Coal surface deposit structure „b… Coal de-
posit penetration into TBC.

Fig. 7 ESEM cross-section of petcoke deposit inclusions

Fig. 8 ESEM cross-section of straw deposit
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cessing, this is considered unlikely since upon inspection with the
spectrometer the penetrating deposit exhibited a unique elemental
composition as compared with the surface deposits. Further study
is necessary to more rigorously examine these internal deposits
and determine whether this deposit penetration leads to acceler-
ated corrosion in the base metal alloy. The deposits could also
induce TBC spallation during thermal cycling due to the mismatch
in coefficients of thermal expansion between the ceramic TBC and
the metal deposit �similar to CMAS attack in aircraft and land-
based turbines �where CMAS represents the four most common
depositing oxides: calcium, magnesium, aluminum, and silicon��.
Likewise, the combustion of herbaceous biomass materials, such
as straws and grasses, often leads to unmanageable deposition
problems in boilers. In particular, the amounts of sodium, potas-
sium, chlorine, and sulfur in the biomass play major roles in depo-
sition and corrosion. Potassium salts �KCl and K2SO4� are low
melting compounds that can bind fly ash particles together and
enhance the amount of deposition. There is evidence that KCl in
deposits, in the absence of sulfur species, seems to initiate corro-
sion of superheater tubes in biomass-fired boilers �13–15�. The
penetration of potassium and sodium into the ceramic thermal
barrier coating of gas turbine surfaces is therefore important for
understanding both deposition and corrosion tendencies.

Conclusions
Deposits from four alternative synfuels for the gas turbine were

studied in an accelerated test facility at a gas temperature and
velocity representative of first-stage high-pressure turbines. Net
particle loading in the accelerated testing facility is representative
of operating industrial turbines though the particle size distribu-
tion was larger �mass mean diameter 10–20 �m� than typically
found after proper filtration. Thus, the study focuses on inertial
impaction as the deposition mode. Based on the results presented
in this study, the following conclusions are offered:

�1� For the same net particulate loading in the gas stream, coal
and petroleum coke �petcoke� produced order of magnitude
larger deposits than biomass fuels. This is not proposed as a
universal finding since deposition is a strong function of
specific fuel type and gas temperature.

�2� Though the data sample was limited, deposit thickness ap-
pears to increase linearly with particle loading for the case
of petcoke and coal. Capture efficiencies ranged from 12–
17% for coal to 5% and 6% for sawdust and petcoke, re-
spectively. ESEM images indicate that a molten layer of
silicon on the target material may be responsible for high
particle capture rates in petcoke.

�3� Large ��2 mm thick� coal and petcoke deposits separate
from the turbine surface following test shutdown and han-
dling while thinner biomass deposits are more tenacious.

�4� Evidence of deposit penetration into cracks in the TBC was
found in all four specimens.
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Nomenclature
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EB-PVD � electron beam-plasma vapor deposition
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Some Experiments on Oil Whirl
and Oil Whip
The oil whirl and oil whip phenomena have been well known since the early twentieth
century. However, there is a lot of confusion on the parameters that affect the onset of
instability. In this study, we investigate the onset of instability on a flexible rotor mounted
on two plain cylindrical journal bearings. The rotor is run through the first critical speed,
the instability, and the second critical speed. Tests are conducted at various unbalance
levels, pressures, and misalignment conditions on the coupling. It is shown that, by far,
the misalignment of the coupling is the parameter that is most effective on the onset of
instability. In particular angular misalignment resulted in the smoothest rotor
response. �DOI: 10.1115/1.2181185�

Introduction
Ever since the 1925 paper of Newkirk and Taylor �1�, the phe-

nomena of oil whirl and oil whip have attracted the attention of
many researchers. Although extensive work on oil whirl and oil
whip spanning three quarters of a century has been exerted, yet
this subject is still of current interest �2,3�. Actually, Kirk �2�
recently explained that this interest lies essentially in answering
the following two questions: “Are there any possibilities that the
rotor system can transgress the threshold speed? Can the rotor
system operate above this threshold speed?” �2�. These two ques-
tions are also the motivation for this work presented herein, in
addition to the need to understand the parameters that influence
the onset of instability.

Perhaps the interest in studying the stability of fixed geometry
fluid film bearing lies in its historical significance. They allowed
the development of rotating machines in the nineteenth century.
Actually a review paper on the theory of lubrication �4� suggests
that the fluid film bearing is probably the single most important
element in the recent technological development, only comparable
in its significance to the effect of electricity. Early fluid film bear-
ings were designed to carry the loads, and were hailed as low-
friction devices possibly capable of continuously carrying the ma-
chine �5�. However, with the increased speed of rotating machines
in the twentieth century, it became evident �1� that the journal
bearing itself can cause the problems of oil whirl and oil whip.
This has caused many researchers to investigate, experimentally
and theoretically, the phenomena of oil whirl and oil whip. Rob-
ertson �6� provided an early calculation, which showed that the
rotor is always unstable. Hagg �7� investigated the stability of
rotating machines on oil film journal bearings and found that the
upper limit of the whirling frequency is one-half the rotating
speed.

However, it was not until the 1950s when a coherent theory of
oil whip started to evolve. Poritsky �8� showed that the instability
occurs only at speeds exceeding twice the first critical speed.
Newkirk and Lewis �9,10� reported experimental cases in which
the rotating speed reached five or six times the first critical speed
before the instability occurred, while Pinkus �11,12� reported
cases in which whipping disappeared and resumed again, and
cases of stable and unstable states separated by regions of tran-
sient whip. Actually, the Newkirk and Pinkus experiments were
contradictory in many senses; even on the effect of temperature.

Newkirk and Lewis �9� reported that hotter oil provides a greater
range of stable operation, while the Pinkus �12� experiments
showed that cooler oil provides a greater range of stable opera-
tion. In an excellent paper, Hori �13� provided a theory of oil
whip, trying to explain the gap between Newkirk and Pinkus.

In the 1960s and 1970s, significant work on alternative fluid
film bearing designs to control the instability were conducted �14�.
Moreover, significant efforts went into calculating linearized bear-
ing coefficients �15� and in predicting rotordynamic response �16�.

In the eighties, renewed interest in the journal bearing instabil-
ity was triggered by the work of Muszynska �17�. She performed
extensive testing on journal bearing supported rotors �18�. More-
over, she illustrated the presence of second mode whirl �19�. In
the eighties as well, major advances in understanding the nonlin-
ear dynamics of journal bearings through bifurcation analysis �20�
and Hopf bifurcation �21� were made.

The interest in journal bearing instability continued both theo-
retically and experimentally into the nineties. Elrod and Vija-
yaraghan �22,23� provided a stability analysis of journal bearings
incorporating the effects of cavity flow. Crandall �24,25� studied
the stability of a Jeffcott rotor on cylindrical fluid film bearings.
He obtained the global locus of Hopf bifurcations where the con-
figuration loses its stability, and also the global locus of saddle
nodes of periodic orbits that mark the boundary of the region in
which stable limit cycles exist. Horattas et al. �26� showed experi-
mentally that multiple Hopf bifurcation points and multiple hys-
teresis loops can exist, while the Deepak and Noah �27� experi-
ments showed the existence of a supercritical and a subcritical
bifurcation regime. Moreover, their experiments have shown that
an unbalanced mass reduced the stability threshold speed.

The interest in journal bearing stability spilled over into the
new century. Guo and Kirk provided the instability boundary for
rotor-hydrodynamic bearing systems �2,3�, while Inayat-Hussain
�28� applied the continuation method to whirl instability in journal
bearings.

The study presented in this paper is designed to investigate
experimentally the onset of oil whirl and whip in journal bearings.
The experiments are designed to replicate the conflicting work of
Newkirk and Lewis �9� and Pinkus �12�, using modern measure-
ment tools. Thus, the experiments were made to investigate the
onset of instability of a flexible rotor on journal bearings, focusing
on the effects of unbalance, supply pressure and misalignment on
the onset of instability. In particular, the authors of this paper
believe that the experimental investigation of misalignment of the
driver and driven shafts and its effect on journal bearings are
novel. In the literature, no investigation has been reported for the
effects of angular misalignment on the onset of instability in jour-
nal bearings.
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The Test Rig
The test rig �Fig. 1� on which the experiments were conducted

consists of a rotor-bearing assembly. The rotor is a 1 in. diameter
chrome-coated stainless steel of 1.2 m length, 7800 kg/m3 den-
sity, and 210 GPa modulus of elasticity. Four disks are fixed on
the shaft as shown in Fig. 2, each disk is 170 mm outer diameter,
15 mm thickness, and 2.6 kg weight. Twelve 8 mm diameter
holes are drilled in each disk on a 140 mm diameter circle in order
to allow for balancing masses fixation. Each disk is mounted on
the shaft using tapered seating and is fixed in its position by
means of a lock-nut. This rotor configuration was selected in an
overhung shape, in order to cross two critical speeds in a rela-
tively low speed range and to allow for large modal activity at the
bearings. Essentially, a disk in the rotor midspan and another
overhung disk would have been sufficient for these purposes,
however, this would have resulted in a relatively large overhung
disk. In order to overcome this problem, the overhung disk is
replaced by three smaller disks, all the same size. This has an
additional benefit since it is possible to move the disks around to
obtain alternative rotor configurations.

A rotordynamic computer model of the test rig �Fig. 3� was
developed using a commercial software package �29�. Gyroscopic
effects and speed-dependent bearing characteristics were included.
The calculated critical speeds were at 1680 rpm and 4171 rpm,
and the mode shapes are shown in Fig. 3. One can notice that the
nondrive side bearing has a significantly larger modal activity,
particularly at the second mode. A linear stability analysis indi-

cated that instability occurs at a speed of 3150 rpm. Figure 3�b�
shows all the rotor natural frequencies at different speeds in the
Campbell diagram format.

It should be noted that the rotor critical speeds, natural frequen-
cies, and mode shapes constitute a complete modal model and can
be used to extrapolate the experimental results to other generic
rotor systems.

The shaft is driven by a three-phase electric motor of 2.2 kW
power through a Fenaflex flexible coupling, which has a maxi-
mum permissible radial “parallel” misalignment capacity of

Fig. 1 Test rig

Fig. 2 Schematic of test rig

Fig. 3 „a… Default rotor data. „b… Rotor Campbell diagram.
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1.3 mm, as well as 4 deg maximum permissible angular misalign-
ment capacity. Speed was controlled using a frequency inverter
FUJI electric FVR-E11 2.2 kW, 400 Hz output.

The bearing material is SAE 64 Phosphor bronze which is con-
sidered as a typical copper alloy cast bearing material �30�, which
has a hardness of 63 BH, tensile strength 240 MPa, and a maxi-
mum operating temperature of 230°C.

The bearings have 62 mm outer diameter, 25.4 mm inner diam-
eter, 35 �m diametral clearance, 15 mm effective length; thus,
L /D is equal to 0.6. Four circumferential grooves were turned on
the two sides of the effective bearing length, thus causing a two-
stage pressure drop for the oil side flow. Oil inlets were drilled at
30 deg from the vertical direction with a 3 mm diameter.

Four oil drain holes were drilled in the middle of each circum-
ferential groove. Snap rings and washer assembly on both sides of
the drive-side bearing were used to constrain axial movement of
the rotor �see Fig. 4�.

Oil is supplied to the bearing through a Sperry Vickers pump.
The hydraulic circuit is shown in Fig. 5, where the supply line
pressure was monitored by a Hotlinger type PE 200/20 bar digital
pressure gauge. The pressure is controlled in the supply line via
the throttle valves connecting to the drain, in parallel to the relief
valve.

Measurement System
Measurement of the vibration signal at each bearing was carried

out by 2 proximity probes, 90 deg apart, located at �5 cm from
the center of the bearing. The probes were separated by an axial
distance of �2 cm to avoid interference between their magnetic
fields. The proximity probes are Bently-Nevada, series 7200,
5 mm.

A Schenck photoelectric probe, model P84, is used to measure
the rotational speed of the shaft, as well as to establish the phase
reference. The photoelectric probe is monitoring a reflective tape
fixed on the shaft, and acts as a phase reference.

Signals from the proximity probes and the photoelectric probe
are simultaneously fed to a Bently Nevada digital vector filter
�DVF-3�, a Brüel and Kjaer spectrum analyzer model 2515, and a
20 MHz analog oscilloscope, BK Precision model 2522A �see
Fig. 6�.

The DVF-3 is a two channel tracking filter. The x and y probes
on one bearing and the phase reference were fed to the DVF-3.
The other bearing data were fed to the DVF-3 through a switch,

Fig. 4 Plain journal bearing

Fig. 5 Fluid supply circuit
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but the test had to be repeated. Transient data were obtained by
the DVF-3. The 2515 is a single-channel spectrum analyzer, and
one of the probe signals was fed to the analyzer. Spectral as well
as time wave-form data were obtained from the 2515. The oscil-
loscope was used to view orbital data, one bearing at a time.

Orbits were captured from the oscilloscope’s display by means
of a Canon PowerShot S30 digital camera, then downloaded
through a USB connection to the computer. The computer used is
a Pentium® III, 550 MHz with 128 MB RAM and 8 GB hard
disk. It is equipped with a National Instruments GPIB card model
PC II/IIA, in agreement with the IEEE 488.2 standards. The card
was used to interface both the spectrum analyzer and the DVF-3.
Data from the spectrum analyzer were downloaded, stored, and
plotted by means of the Brüel and Kjaer “WT—9324” software.

Test Procedure
The tests conducted herein were essentially run-up/coast-down

tests. The rotor is run up slowly to the desired speed and is left to
coast down on its own. Several precautions are necessary in these
tests. The first concerns safety. It is easy for the person conducting
the test to become fascinated with the experimental results and
become excited and forget that these are instability tests and thus
are inherently dangerous. Four safety procedures were in action.
The first was continuous instructions on the perils of an accident
and the dangers of conducting the tests, thus increasing the safety
awareness of the experimenters. Second, the experimenters were
assigned particular areas in the lab, such that even if an accident
occurred, they will be safe. Third, specific instructions were given
on not venturing into new territory with respect to speeds, unbal-
ance, or otherwise, without first discussing the experiments and
getting approval. Fourth, the test rig was located in an isolated
area, in order to minimize the possibility of secondary damage in
case of an accident.

Regarding the technical precautions, the prime concern was the
uncontrolled variables in the test rig. For example, the oil tem-
perature was not controlled in this test rig. To maintain constant
temperature during testing, the test rig was usually operated for at
least 1 h with the rotor running at a moderate speed, thus ensuring
that the oil was heated by operation before conducting the
experiments.

To maintain the accuracy of proximity probes used to measure
the vibration, a regapping procedure was employed to maintain
the gap voltage in its linear range each time the tests were
conducted.

Before starting the experiments, the rotor was first adequately
balanced at the first and second critical speeds. This was a little bit
difficult due to the unusual rotor configuration chosen, where
three disks are overhung, and only one disk is located between the
bearings. However, adequate balancing for both of the first and
second modes was achieved, as shown in Fig. 7, and this balance

condition was maintained throughout the experiments, except
where an unbalance was purposefully introduced.

Before starting the experiments, the coupling connecting the
drive motor to the test rig was aligned by the reverse indicator
method to a parallel tolerance of 0.1 mm and an angular tolerance
of 0.08 deg. Again, these alignment tolerances were maintained
throughout the experiments, except where an angular or offset
misalignment was purposefully introduced.

For all of the cases considered, the following was the testing
procedure. The rotor was run up slowly, crossing the first critical
speed, the region of high subsynchronous vibration, the second
critical speed �if possible�, and sometimes even higher if the vi-
bration level was tolerable. The rotor was then left to coast down
under its own inertia. During the run-up and the coast-down, fil-
tered data were collected, these included the usual 1� data �in
Bodé plot format�, 0.5� �with a 120 rpm filter bandwidth�, and
sometimes 2� filtered data. The filtered data were usually taken
on a coast-down. Direct unfiltered data were also collected.

In addition, spectra of measured data were collected, usually at
selected speeds on the run-up in order to have a controlled speed
and allow time for the spectral measurement. An orbital picture
was usually taken off the oscilloscope with the digital camera,
under the same conditions.

Parametric testing was conducted, including the investigation of
the effects of misalignment, unbalance, and supply pressure. The
reference test was conducted at a supply pressure of 4 bar, with
the alignment and balance condition as described above. Under
these conditions, the tests were also conducted at 2, 6, and 8 bar
supply pressures. With the supply pressure at 4 bar, an unbalance
of 2.7 gm at a radius of 7 cm was then introduced at the center
disk. That is a total unbalance of 189 gm mm, at an angle of
180 deg away from the phase reference. With this unbalance, the
tests were conducted at the supply pressures of 2, 4, 6, and 8 bar
as above. The unbalance was then removed from the center disk,
the same unbalance was introduced on the overhung disk, and the
tests were conducted at all four supply pressures as indicated
above.

Fig. 8 Orbital data, case 1 „speeds in rpm…

Fig. 6 Measurement system

Fig. 7 Tracking data, case 1
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In all these tests, the run-up and coast-down data, including
spectra, oscilloscope pictures, and filtered data were all collected
and analyzed, as described above.

The next set of data was conducted by introducing a 1.85 mm
offset misalignment at the coupling and the tests were conducted
while varying the supply pressure and varying the unbalance con-
dition, as described above for the first set with no misalignment.

The last set of data was conducted by correcting the offset
misalignment to within the specified tolerance, and introducing an
angular misalignment of 1 deg at the coupling. The tests were also
conducted while varying the supply pressure and the unbalance
condition, as described above. This completes the test matrix for
the investigation.

Data
Due to the huge amount of data collected in the test matrix, and

the many formats available for presentation, the most difficult part

in presenting the results was the selection of condensed data in an
appropriate format that would make the conclusion clear.

Before venturing into presenting the data and explaining the
results, it is appropriate to reiterate the known definitions of oil
whirl and oil whip �17�. Oil whirl is a form of instability �less
severe� that occurs at little less than half the running speed �0.49�
in this case�, which leads to the more violent oil whip when the oil
whirl frequency coincides with the first critical speed �17�. The
main difference lies in the fact that oil whirl is speed dependent
�0.49� in this case�, while oil whip locks up at the first critical
speed even though the rotor speed is increasing �17�. Thus, track-
ing the 0.49� component will show only the oil whirl, as well as
tracking the 1� component will show only the usual Bodé plot
with evidence of critical speeds. Plotting of the direct �unfiltered�
vibration with speed will illustrate the total vibration activity mea-
sured at that location. Instead of presenting waterfall plots, which
are usually �18� used to present such experimental results, where

Fig. 9 Spectral data „speed 5800 rpm…, case 1

Fig. 10 Tracking data, nondrive side bearing
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it is sometimes difficult to extract information, presenting the re-
sults in this Bodé format, tracking different components, was
chosen.

Capabilities of the measurement system were exploited, in
which the DVF-3 can provide the 1� filtered data �showing the
critical speed activity�, 0.5� filtered �showing the oil whirl activ-
ity�, as well as the direct unfiltered vibration with the speed
change. A large filter bandwidth �120 cpm� for the 0.5� filtered
data was chosen since the oil whirl in the test rig occurred at
0.49�. Thus, filter bandwidth should be enough to capture all oil
whirl activity. The direct unfiltered data contains all the spectral
information. An increase in the direct vibration data that cannot be
explained by either the 1� or 0.5� vibration is an indication of
some other phenomena. Since the DVF-3 cannot track a particular
speed component �the first critical for oil whip�, we used the direct
unfiltered data as an indication of oil whip. Thus, if the direct
unfiltered data increased with no corresponding increase of the
0.5� or 1� components, then this is an indication of oil whip.
This was confirmed by spectral plots, where the main vibration
component while the rotor was operating at a high speed, was at
the first critical speed and its multiples. An exception occurred
while crossing the first critical speed �see, for example, Fig. 7�.
Since this is transient data, and the first mode is lightly damped,
the 1� vibration levels increased sharply, but actually the DVF-3
could not capture all the 1� activity in the filtered 1� display
during fast critical speed crossing. However, the direct measure-
ment does not have this shortcoming. Thus, only at the first criti-
cal speed, the high direct vibration is actually all 1�. This is
clearly seen in the orbit shapes around the critical speed �see, for
example, Fig. 8�.

Although numerous tests were conducted, only seven cases of
the measured data from the test matrix will be presented. In each
case, tracking data as well as shaft orbits on the drive-side bearing
are presented. In addition, sometimes spectral data that illustrate a
point or tracking data for the nondrive side bearing are selectively
presented.

Case 1. The first case to be considered is the case of a well
balanced and aligned rotor, with the oil supplied at a pressure of
4 bar. Tracking data for the horizontal �x� probe are shown in Fig.
7, while shaft orbits are shown in Fig. 8. It can be seen that the
first critical speed occurs at 1638 rpm, while the measured second
critical speed is split 3920 rpm at the horizontal �x� probe, and
4095 rpm at the vertical �y� probe. The onset of instability �in-
crease of 0.5� component� was at 3164 rpm. One can notice that
the 0.5� component decreases at about 4400 rpm, while the di-
rect vibration is still high, indicating the persistence of oil whip.
This can be seen in the spectral plot of Fig. 9. The tracking data of
the nondrive-side bearing are shown in Fig. 10. This figure indi-
cates that the nondrive side had a delayed and benign instability.
The onset of instability on the nondrive-side bearing was at
3794 rpm. This is probably due to the bearing overload by the
large overhung.

Case 2. Case 2 is similar to case 1, but with the supply pressure

at 8 bar. Tracking data are shown in Fig. 11, while the orbits are
shown in Fig. 12. One can also notice that the onset of instability
here occurs at 3306 rpm. Thus, the supply pressure has a slight
beneficial effect.

Case 3. Case 3 is also similar to case 1, but with unbalance at
the middle disk. Figure 13, shows the tracking data, while Fig. 14
shows the orbit data. The unbalance resulted in the excitation of
the second critical, but somewhat reduced the oil whirl and ex-
tenuated the effect of oil whip. The onset of instability was at
3134 rpm.

Case 4. Case 4 is similar to case 1, with an unbalance weight at
the overhung disk. Figure 15 shows tracking data, while Fig. 16
shows the orbital data. The onset of instability was at 3236 rpm.

Fig. 11 Tracking data, case 2

Fig. 12 Orbital data, case 2 „speeds in rpm…

Fig. 13 Tracking data, case 3

Fig. 14 Orbital data, case 3 „speeds in rpm…
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Again here the unbalance excited the second mode, but somewhat
reduced the effect of oil whirl. The oil whip was initially extenu-
ated but its effect is decreasing with speed.

Case 5. Case 5 is similar to case 1, but with offset misalign-
ment. Figure 17 shows the tracking data, while Fig. 18 shows
rotor orbits. The onset of instability was delayed to 3885 rpm. The
oil whirl component was obviously benign, but the oil whip be-
came dominant at higher speeds.

Case 6. Case 6 is similar to case 1, but with angular misalign-
ment. Figure 19 shows tracking data, while Fig. 20 shows orbital
data. This is the most interesting case. With angular misalignment,
the drive-side bearing has only benign subharmonic vibration. The
rotor has its smoothest behavior in this case. However, the
nondrive-side bearing �Fig. 21� went into oil whip at 4474 rpm,
which is a considerably delayed onset of instability.

Case 7. Case 7 is similar to case 1, but with combined angular
misalignment and unbalance at the middle disk. The tracking data
are shown in Fig. 22, and the orbital data are shown in Fig. 23.
Here, the beneficial effect of the angular misalignment was over-

come by the unbalance, and the onset of instability was at
3236 rpm. The unbalance excited the second critical speed and
maintained an oil whip condition at high speeds.

Waterfall Spectra
In order to illustrate the measurements in the usual waterfall

plots, where spectra are plotted in a three-dimensional plot for
various speeds, Figs. 24 and 25 are presented. This is the format
used by many researchers in studying oil whirl and oil whip �see,
for example, �17–19��, and it aids in understanding the tracking
data presented earlier. In particular, the waterfall plots clearly
show that the cause of the increase of the direct vibration, when
both the 1� and 0.5� are small, is due to oil whip, and not to any
other malfunction.

Figure 24 illustrates the waterfall plot for Case 5, with offset
misalignment. It corresponds to the tracking data of Fig. 17. It can

Fig. 15 Tracking data, case 4

Fig. 16 Orbital data, case 4 „speeds in rpm…

Fig. 17 Tracking data, case 5

Fig. 18 Orbital data, case 5

Fig. 19 Tracking data, case 6

Fig. 20 Orbital data, case 6 „speeds in rpm…
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be seen from Fig. 24 that the spectra at low speeds contain essen-
tially 1� and 2� vibration, which is to be expected for the offset
misalignment case. As the speed increases, it can be seen that the
1� component increases at the first critical speed of approxi-
mately 1680 rpm and at the second critical speed of approxi-
mately 4170 rpm, while the 2� component excites the second
critical speed, and barely excites the first critical, since the spec-
tral measurement was started at about 800 rpm. It is noted that
due to the capabilities of the measurement system, adequate reso-
lution in speed are not available, since the spectra are captured by
the B&K 2515 spectrum analyzer at particular speeds and stored
for later processing in the waterfall plots. Thus, the waterfall plots
should be viewed as visualization and general indications plots,
while the actual data extraction for determining the instability
should be interpreted from the tracking data.

Further analysis of Fig. 24 at higher speeds, beyond the stability
limit, illustrate that the spectra are dominated by the spectral com-
ponent of the first critical speed, 1680 cpm, which locks at this
frequency with the increase in speed, a well-known characteristic
of oil whip �17�. Again, due to inadequate resolution in speed, the
actual onset of instability is determined from the tracking data
�Fig. 17�.

Figure 25 illustrates the waterfall plot for case 6, with angular
misalignment, for the drive side bearing. This figure corresponds
to the tracking data of Fig. 19. It can be clearly seen that, for the
drive side bearing, no instability occurs: only 1� and 2� vibra-
tion appear.

Discussion
The systematic experiments presented herein, clearly show the

effect of supply pressure, unbalance of middle disk, unbalance of
overhung disk, offset misalignment, and angular misalignment.
These experiments clearly separate the effect of each of these
conditions on bearing instability independently of each other. This
separation should be exploited further.

The journal bearing instability is usually explained by the
cross-coupled stiffness effect in the journal bearing. It is well
known that loading the bearings �31� can improve stability char-

acteristics of the rotor-bearing system. Bearing loading affects the
stiffness characteristics of the bearing, thus increasing the thresh-
old of instability. Bearing loading is usually taken to mean an
increase in the bearing static eccentricity. This fact has led many
investigators to consider offset misalignment as a means of load-
ing bearings. As an example, the work of Kato, Matsuoka, and
Hori �32� illustrates experimentally the favorable effect of offset
misalignment on the journal bearing instability. Actually, in prac-
tice, this has become a common procedure to load bearings and
improve stability. As an example, most vertical pump manufactur-
ers use the middle of three bearings to load the bearings and
increase the stability threshold.

The bearing loading through static eccentricity is quite similar
to the effect of offset misalignment �see case 5�. The separation of
angular misalignment �case 6� from the offset misalignment in the
presented experiments actually provides insight on their respec-
tive behavior. Actually, the presented experimental results clearly
show that angular misalignment is much more effective than off-
set �or parallel� misalignment in improving the stability
characteristics.

As an illustration of the difference in the behavior of the rotor
system under offset and angular misalignment consider the effect
on the nondrive-side bearing. For offset misalignment, Fig. 17
shows the tracking data for the drive-side bearing �instability at
3885 rpm�, which is very similar to the measurements on the
nondrive-side bearing �not shown�. However, for angular mis-
alignment, Fig. 19 shows the tracking data of the drive-side bear-
ing �with no instability�, and Fig. 21 shows the tracking data of
the nondrive-side bearing �with instability at 4474 rpm�. This
shows that the bearing loading on both bearings is similar in the
offset misalignment case, while the nature of the bearing loading
is different between the drive side and the nondrive-side in the
angular misalignment case. This is because the angular misalign-

Fig. 22 Tracking data, case 7 Fig. 23 Orbital data, case 7 „speeds in rpm…

Fig. 21 Tracking data, nondrive side bearing, case 6
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ment is introduced at the coupling, thus, the rotor is skewed dif-
ferently on the drive side bearing than on the nondrive-side bear-
ing. The difference between offset and angular misalignment is
clearly illustrated in Fig. 26.

The authors searched the literature for the effect of angular
misalignment on onset of instability in journal bearings. This in-
cluded searching the wealth of information on the Bently Nevada
website �33�. Unfortunately, the literature does not cover this im-
portant topic. The only paper that the authors found that is related
to the subject is the excellent work of Yu and Adams �34�. They
do consider a 4�4 stiffness model for bearings in the case of

radial and angular misalignment. This is in contrast to the usual
2�2 stiffness model. They consider not only the x and y motions,
but also the angular motions in two perpendicular directions. Un-
fortunately, this bearing model is not extended to investigate the
stability of the bearing under these conditions. The stability analy-
sis using 4�4 stiffness matrices should be quite interesting as a
further investigation to the current work.

Conclusion
In this paper, a structured test program for the study of oil whirl

and oil whip in plain journal bearings is presented. The test matrix

Fig. 24 Waterfall plot, case 5

Fig. 25 Waterfall plot, case 6

Fig. 26 Offset and angular misalignment
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presented cases of the variation of supply pressure, unbalance of
middle disk, unbalance of overhung disk, offset misalignment, and
angular misalignment. The onset of instability was measured in
each case. A simple method for determining oil whirl and oil whip
from tracking data was presented.

The most important conclusion from these tests is that angular
misalignment delayed significantly the onset of instability. This
conclusion needs to be digested further; however, it has been con-
sistent and repeatable.
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Advancements in the Structural
Stiffness and Damping of a Large
Compliant Foil Journal Bearing:
An Experimental Study
This paper presents the results of an experimental investigation into the dynamic struc-
tural stiffness and damping characteristics of a 21.6-cm �8.5 in.�-diameter compliant
surface foil journal bearing. The goal of this development was to achieve high levels of
damping without the use of oil, as is used in squeeze film dampers, while maintaining a
nearly constant dynamic stiffness over a range of frequencies and amplitudes of motion.
In the experimental work described herein, a full compliant foil bearing was designed,
fabricated, and tested. The test facility included a non-rotating journal located inside the
bearing. The journal was connected to an electrodynamic shaker so that dynamic forces
simulating expected operating conditions could be applied to the structurally compliant
bump foil elements. Excitation test frequencies to a maximum of 400 Hz at amplitudes of
motion between 25.4 and 102 �m were applied to the damper assembly. During testing,
both compressive preload and unidirectional static loads of up to 1335 and 445 N,
respectively, were applied to the damper assembly. The experimental data from these tests
were analyzed using both a single degree of freedom model and an energy method. These
methods of data analysis are reviewed here and results are compared. Excellent agree-
ment in results obtained from the two methods was achieved. Equivalent viscous damping
coefficients as high as 1050 N. s /cm �600 lbf. s / in� were obtained at low frequencies.
Dynamic stiffness was shown to be fairly constant with frequency.
�DOI: 10.1115/1.2360598�

Introduction
Air lubricated compliant foil bearings �CFBs� have demon-

strated excellent promise for various applications such as aircraft
air cycle machines, turbochargers, gas turbine engines, and other
high speed turbomachines. Since advanced turbomachinery oper-
ating conditions are projected to become more severe, oil-free
rotor support systems that can be designed to meet a wide variety
of stiffness and damping requirements at elevated temperatures
are desired. The compliant structural elements of high temperature
CFBs, being made of a nickel based superalloy, are very attractive
for use in extreme ambient conditions, such as high temperature
and high speed. The compliant bump foil configuration used in
CFB construction, as shown in Fig. 1, consists of two main parts,
a smooth top foil, which constitutes the bearing surface, and mul-
tiple flexible corrugated bump foil strips which provide both com-
pliancy and frictional damping. The bump foil segments are
welded or otherwise pinned at or near one end of the strip while
the other end�s� remain free. The top smooth foil that is laid on
top of the bump foil strip segments is free at one end and welded
or pinned to the bearing/damper housing at the other end.

When used as a hydrodynamic CFB, load capacity, stiffness,
and damping characteristics are the result of two predominant
mechanisms. One is via the foils, which provide both local and
global stiffness and damping, and the other through its hydrody-
namic action resulting from the fluid film pressures generated be-
tween the journal surface and top foil. With proper matching of
the compliant structural stiffness to the hydrodynamic film pres-

sures, the desired system stiffness, damping, and load capacity can
be achieved. It has been shown that, in addition to structural stiff-
ness, the friction between the bump foil and both the top foil and
housing provides additional system stiffness and damping �1–4�
�see Fig. 2�. The stiffness of a compliant foil bearing is nonlinear,
arising from the combination of frictional and structural stiffness.
The authors are investigating the behavior of each individual stiff-
ness component; however, the relationship between the two is
addressed to some extent in references cited. Due to geometry of
the bump foils, when under applied load with increasing ampli-
tude of motion, the restoring force �force at the contact� increases
based on equilibrium of the body force diagram. However, at a
fixed frequency with increasing amplitude of motion, we have
found that the effect of frictional forces decreases. Figure 2 shows
a double layer bump foil configuration, where the first layer is
active at amplitudes of motion �0 and less than a pre-designed
value. At this initial small amplitude condition, the second layer is
not active. Beyond the pre-established motion level, both layers
are active and therefore the total stiffness increases. This effect
will be shown in the results section, where the stiffness versus
displacement is shown for various designs.

Regardless of whether the bump foil elements are intended for
hydrodynamic compliant foil bearing application or for use in a
structural bearing damper, their design must include a wide array
of factors. For example, besides the bump foil geometry, triboma-
terial and preload, frequency of vibration, amplitude of motion at
the interface, and various deterministic parameters such as static
friction coefficient between the elements affect the magnitude of
the structural stiffness and damping that can be attained. Determi-
nation of frictional forces continues to be one of the most chal-
lenging aspects of research in tribology. For most dynamical sys-
tems, this coefficient is a vital parameter for determination of
system stiffness and damping coefficients. The complexity origi-
nates mainly from dependency of frictional parameters on many
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factors, such as environment, surface condition and operating con-
ditions �i.e., load, frequency, and amplitude of motion�. Math-
ematical models and approaches, such as perturbation and linear-
ization, which attempt to describe the behavior of a system with
dry friction, are not generally successful due to high nonlinearity,
especially in the vicinity of equilibrium point. The outcomes of
experimental studies also show that the results are affected by
time, humidity, interface properties, and history of motion �5–7�.

Experimental Test Rig
An experimental test rig was designed and fabricated in order to

conduct dynamic tests on a complete compliant bump foil bearing
damper ring assembly. The experimental test rig, shown in Fig. 3,
included the following main components:

�a� Electrodynamic Shaker, with controller and stinger as-
sembly to transfer motion to the bearing damper assem-
bly through an inner ring and disk

�b� Large base plate on which the test rig assembly was
mounted

�c� Weldment housing, inside which the compliant test ele-
ments were mounted

�d� Inner ring/disk assembly with stinger attachment
�e� Hydrostatic bearing for stinger alignment
�f� Bump foil test assembly
�g� Static load deflection assembly

The shaker motion was transmitted to the inner ring/disk as-
sembly via a solid stainless steel stinger. Each component is
briefly described below.

Shaker. In order to ensure that desired motions could be ap-
plied to the foil bearing damper assembly at up to 400 Hz, a high
capacity electrodynamic shaker was chosen. In addition to having
to apply high frequency and amplitude motion to the test damper,
it was also desired to have the ability to apply a known static load
to the assembly such as might be experienced under gravity load
or in aircraft applications under maneuver conditions. As such, a
built-in air load support with a maximum payload capacity of
100 kg �220 lb� and full relative displacement was included in the
shaker capabilities. Detailed specifications of the shaker are given
below:

Peak force—sine wave: 4100 N �922 lbf�
Frequency range: 5–5000 Hz
Maximum acceleration: 951 m/s2 �97 g�
Maximum velocity: 1.0 m/s �39.4 in./ s�
Maximum displacement: 25 mm �0.984 in.�
Resonant frequency: 3150 Hz

Fig. 1 Compliant foil bearing generation 4 components and
mechanism of bump foil deflection

Fig. 2 Friction due to micro to meso scale motion between
bump foil and top foil and housing surfaces

Fig. 3 Experimental test rig
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Weldment (Foil Bearing Housing). The weldment, made of
hard rolled steel, was used for holding the compliant foil bearing
damper assembly. The weldment hardware, shown in Fig. 3, has
overall dimensions of 51*25*38 �L*W*H� cm and was secured to
the base table via 16 high strength screws. A passage hole was
made at the top dead center of the weldment, which allowed for
connection of the stinger to the central disk, as well as accommo-
dating the reciprocating motion of the stinger.

In order to increase the accuracy of the displacement measure-
ment during the dynamic tests, any detrimental movement by the
foil bearing housing had to be minimized. In particular, it was
essential that the test system be free of resonances within the
desired frequency test range as much as possible. Therefore, a
finite element model of the test setup was established and used in
determining the natural frequencies of the weldment structure.
The finite element analysis �FEA� results included the deforma-
tion of the damper holder structure at its natural frequencies. The
first two mode shapes at 680 and 1050 Hz, respectively, for the
foil bearing housing were found to be above the maximum ex-
pected test frequency.

Central Disk/Stinger. The central disk/tambourine �along with
the stinger� served as an interface assembly piece providing a
connection to the shaker so that the desired motions could be
imposed upon the compliant bump foils. The central disk hard-
ware, shown in Fig. 4, was made of Ti -6Al 4V and was com-
prised of a 203-mm-diam, 50-mm-wide outer ring, and a 6.35-
mm-thick �0.25 in.� solid flat stiffener plate centered axially inside
the ring.

A hole was drilled into the inner ring; a small segment of the
stiffener plate was removed; and a small connector block was
installed to permit installation of the stinger.

The central disk was made of Ti 6Al 4V to keep moving mass
low since the shaker capacity was limited to 4003 N �900 lbs� and
maximum amplitude of motion over the widest frequency range
was desired. Additionally, the material had to be stiff enough that,
at high frequencies and high amplitude of motion, the deforma-
tions of the inner ring/disk assembly would remain small.

A FEA was conducted to identify the natural frequencies of the
inner ring/disk and stinger assembly. In this FEA model, the
boundary condition included elements that contain both stiffness
and damping to be representative of the bump foil damper during
dynamic testing. The central disk/stinger natural frequencies and
mode shapes resulting from the FEA are presented in Fig. 5. Since
the operation frequency was chosen in the range of 0–400 Hz,
note that mode shapes one and two �214.4 and 310.8 Hz� are
within the range of operation. It was decided that if the resonant

frequencies were causing large error in data reduction, an addi-
tional stiffener would be fabricated and initial impact tests would
be conducted to identify the resonant frequencies.

The stinger was a solid rod made of PH13-8 Mo with a
25.4 mm diameter and 23.038 cm length. Both ends of the stinger
had inside threaded holes for connection to the inner ring/disk
assembly and shaker.

Stinger Hydrostatic Guide Bearing. In order to minimize un-
desired off axis motions being introduced, due to potential mis-
alignment between the stinger and the surface of the passage hole
at the top dead center of the weldment, an air bearing was used to
guide the stinger motion. The air bearing, as shown in Fig. 3, was
made of 1010 steel, designed with a diametral clearance of
0.05 mm, and used shop air with a maximum pressure of 150 psi.
The air bearing housing was mounted on top of the weldment and
aligned with the center of the hole on the top of the weldment.

Bump Foil Assembly. An intermediate ring, made of 17-4 PH,
was placed between the weldment and the central disk. The inter-
mediate ring was kept inside the weldment via interference fit. A
hole was made at the top of the ring to allow the shaker stinger
rod to pass through and be connected to the central disk assembly.
The compliant bump foil assembly was mounted between this
intermediate ring and the central disk. The ring had an overall
outside diameter of 22.25 cm, inner diameter of 21.488 cm and
axial length of 5.473 cm. Two support/clamp rings were installed
on both sides of the weldment for final axial adjustment of the
central disk inside the disk/stinger assembly. After the adjustment
of the central disk inside the weldment, the rings were then
removed.

The bump foils were designed using an existing compliant
bump foil structural stiffness and damping program �2,3�. Param-
eters such as foil thickness, bump height, pitch, length, and mate-
rial �including interface friction coefficient�, were varied in order
to achieve the desired stiffness and damping values. Based on the
desired stiffness value and maximum expected motion, the com-
pliant bumps were made of 0.152-mm-thick Inconel foil. Figure 6
shows an unwrapped section of the full compliant foil journal
bearing damper subassembly.

Static Load Deflection Mechanism. In order to conduct a
static load deflection test on the full damper once installed in the

Fig. 4 Central disk with plate stiffener and top dead center
hole for stinger connection

Fig. 5 The natural frequencies and mode shapes for the cen-
tral disk /stinger assembly

Fig. 6 A section of the hardware for compliant bump foil
assembly
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weldment, a mechanism as shown in Fig. 7 was designed and
fabricated. This mechanism used two precision coil springs and a
bar to apply a known load to the inner ring/disk assembly. The
displacement of the bump foil assembly, due to the applied exter-
nal load, was measured using two high precision mechanical in-
dicators �precision as high as 50 �m�. Additionally, in various
tests, an eddy current displacement sensor was used to measure
inner ring motion to verify the readings taken with the dial
indicators.

Previous testing of a smaller 150-mm-diameter compliant foil
damper assembly was completed using a computer controlled and
automated load deflection tester as shown in Fig. 8.

This rig was comprised of a stationary outer base, an inner
hydrostatically levitated slide table with a post sized to accommo-
date the 150-mm-diameter damper assembly; a strain gauge load
cell, an eddy current displacement sensor, a counter weight and an
air cylinder to affect the desired range of motion. While this au-
tomated tester was not configured for the 216-mm-diameter
damper, data from the 150 mm damper assemblies were useful in
validating the static load deflections of the 216-mm-diameter
damper taken when installed in the dynamic test rig weldment.

Measurement and Instrumentation
The instrumentation for the dynamic test rig included the fol-

lowing:

�a� Load cell connected to the shaker
�b� Accelerometer mounted on the inner ring/disk assembly
�c� Displacement probes
�d� Oscilloscope for observing the signals
�e� Shaker control
�f� PC based data acquisition and reduction system

The input dynamic forces were measured using a Kistler Model
XYZ piezoelectric load cell with a maximum force range of
34,918 N �7850 lbf�. The load cell was mounted directly to the
shaker armature table with the stinger attached to the exposed end
of the force cell. The output of the load cell was directed to a
matched and calibrated charge amplifier and subsequently to the

shaker controller and data acquisition system. A Piezotronics pi-
ezoelectric accelerometer was mounted near the shaker on the end
of the stinger attached to the force transducer. This accelerometer
was used to ensure that the desired input acceleration control was
obtained.

Measurement of the inner central disk motion was accom-
plished using a Kistler eddy current probe. To ensure planar sinu-
soidal motion of the inner ring at the point farthest from the
stinger input, displacement sensors were mounted on both sides of
the inner ring at bottom dead center at an axial spacing of 50 mm
apart. During checkout of the hardware test setup, a second series
of similar displacement sensors were installed near top dead cen-
ter to ensure that the motion observed at bottom dead center was
accurate and that the inner ring/disk assembly was not distorting
during test. A Tektronix digital oscilloscope was used to monitor
the input and response signals. The scope has four channels,
which were used for displacement, load, acceleration, and input
signal to the shaker. The scope output signals could be saved on a
floppy disk for further processing.

The shaker controller permitted direct control over test condi-
tions. Tests could be performed under constant input displacement
or acceleration, as well as variable displacement, velocity, or ac-
celeration over specified frequency ranges. The shaker control cir-
cuit is shown in Fig. 9.

To ensure that the prescribed test parameters were obtained, the
controller output drive signal was compared to the measured
shaker and test hardware displacements, accelerations, and forces.
The test results presented here were conducted at constant ampli-
tude of motion within the frequency range of 0–400 Hz. In all of
the dynamic tests, the amplitude of motion was kept constant
during the whole frequency range. All the tests were conducted
under a sinusoidal excitation from the shaker. In all of the tests,
the drive signal was used as a reference signal for correction of
the phase angle with frequency for measurements such as force
and displacement.

Data Analysis
The output signals from the shaker were in the form of a com-

plex number. Each signal then could be presented mathematically
as:

Xcom = Xrel + iXimg �1�

The magnitude and phase angle are presented as:

�Xo� = �Xre
2 + Ximg

2�0.5 �2�

Fig. 7 Static load deflection mechanism for full damper

Fig. 8 Computer automated foil bearing and damper load de-
flection test rig

Fig. 9 The shaker control circuit
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�X = tan−1�Ximg

Xre
� �3�

The single degree of freedom equation of motion can be presented
as:

mẍ + Cẋ + kx = Fo sin��t� �4�
From the above equation, the stiffness and damping could be pre-
sented as a complex number combined in the following param-
eter:

Fcom

Xcom
= K + i�C �5�

where F, X, K, T, and C represent the force, displacement, stiff-
ness, angular velocity, and damping, respectively. In calculation of
the force, the inertial term is calculated separately and then ac-
counted for calculation of stiffness and damping.

For some tests, an alternative method known as the energy
method was used to verify the results from the above method. In
this method, the energy dissipated per cycle is calculated and from
this energy, the damping value is obtained. With this method,
when the force signal is plotted versus the displacement signal, an
ellipse is generated. The area enclosed by this ellipse is an esti-
mation of the energy stored. This ellipse is known as “Hysteresis
Loop.”

The energy stored per each cycle can be obtained from the
following equation:

�E = � Fd . dx = �Fn	
0

2�/�

Ẋ . sgn�Ẋ�dt �6�

where E represents the energy. Alternatively the dissipated energy
can be associated with the damping value through the following
equation:

�E =	
0

2�/�

CẊdt = �C�Xo
2 �7�

From the above equation the damping value can be obtained.
More detail on the analysis of damper and effects of various pa-
rameters can be seen in �1�.

Test Results and Discussions
In order to qualify the test rig for use and to gauge the level of

accuracy in data reduction and signal outputs from the instrumen-
tation, it was decided to measure the damping values for EAR,
C-1002 elastomeric damper specimen and compare the data from
the manufacturer with shaker output for damping. Prior to testing,
the following parameters were held as close as possible to those
applied by the manufacturer:

�a� Temperature of the test
�b� Loading condition, merely shear loading with a predeter-

mined compression on the elastomer piece
�c� Size of the elastomer piece so that the geometrical simili-

tude is best maintained.

For this test, elastomer pieces were installed on both sides of
the flat plate in the central disk with approximately 10% compres-
sion. This setup was used to maintain shear motion when the
shaker was activated. Each elastomer piece was 25.4*25.4*6.35
�L*W*H� mm. The damping values for the elastomer were calcu-
lated over a frequency range of 100–400 HZ. The comparison of
the damping values for the elastomer is shown in Fig. 10. A com-
parison was also made between the loss factor ��� for the elasto-
meric material and that of the compliant foil damper for test at
25°C. The results are shown in Table 1.

It is interesting to note that the loss factor of the elastomeric
materials, in general, decreases drastically with increasing fre-
quency and a slight temperature, while our study indicated that
after a threshold frequency of approximately 500 Hz �for this

Fig. 10 Damping values from manufacturer compared with experimental values

Table 1 Comparison of loss factor

Frequency
�Hz�

� �Elastomeric
material�

� �Compliant
bump foil�

100 1 8
200 1 3.8
300 1 1.6
400 0.9 0.97
500 0.8 0.9*
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work�, the damping of the compliant bump foil assembly asymp-
totically approaches a lower limit and stays constant and is mini-
mally affected by temperature up to 250°C.

This threshold frequency depends on the bump foil configura-
tion and boundary conditions, such as static load and preload. The
effect of temperature also has substantially less influence on the
performance of the compliant bump foil than elastomers since the
thermo-physical properties of most metals are constant within a
large range of temperature.

In parallel with the dynamic rig qualification testing, a sub-
scale 150-mm-diam bump foil bearing damper was fabricated as a
means of evaluating and fine tuning the bump foil static stiffness
prior to assembly of the full scale 216-mm-diam bearing damper.
As seen in Fig. 11, the static stiffness as a function of displace-
ment �as measured with the automated load deflection rig� varied
from approximately 875.8 KN/m �5000 lb/ in.� to
7.8 MN/m �45,000 lb/ in.� with almost no constant stiffness re-
gion. Since a nearly constant stiffness was desired over a 0.25 mm
displacement range, the design was altered and the results of

which are shown as curve 2 in Fig. 11. Having achieved a wide
constant stiffness range, it was next desired to demonstrate an
increased stiffness value as seen in curve 3 of Fig. 11. This opti-
mized sub-scale configuration was then used in all subsequent full
scale testing. For all the results presented here, except the results
for energy method, the optimized foil bearing design was used.

For this design, the bump foil specification, such as thickness,
pitch, and material, was maintained the same. Presentation of the
results for the performance of the compliant foil bearing starts
with a test conducted for evaluation of the structural stiffness. The
structural stiffness was obtained via the static loading mechanism
explained earlier. Displacement of the central disk was measured
for every increment of load �about 25 N�. For each test, both
values for loading and unloading were measured. The result for
the stiffness is shown in Fig. 12. In general, for compliant bump
foils, a non-linear relationship between the displacement and load
exists. However, in this work, efforts were made to decrease this
nonlinearity via an optimized combination of bump foil character-
istics, such as height, length, pitch, and thickness. As shown, the
stiffness value starts with a minimum value of 40,000 kN/cm and
within a total displacement of 150 �m in each direction, a maxi-
mum of 300 kN/cm is obtained.

The dynamic structural stiffness of the full size foil bearing is
shown in Fig. 13. The stiffness is shown for a highly preloaded
condition with large amplitude of motion. Considering the nonlin-
ear characteristics of the compliant bump foil, small variation in
magnitude of stiffness resulted.

The results for damping tests start with Fig. 14, where the com-
pliant foil bearing was subjected to sinusoidal amplitudes of
51 �m, interference preload of 1335 N, and various unidirectional
static loads. The results for all cases show that the damping values
decrease with increasing frequency in a semiexponential format.
The effect of static load on the damping characteristics of the
compliant bump foils can be seen by examination of three plots.
As shown, with increasing static load from 255 to 445 N, the
damping values decreased. The relative reduction in damping over
the tested frequency range is between 30 % and 40%. However,
when increasing static load from 0 to 225 N, the damping values
increased.

The relative increase in damping value over the range of fre-

Fig. 11 150-mm-diam bump foil damper static stiffness versus
displacement

Fig. 12 Structural stiffness of 216 mm compliant foil bearing versus displacement
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quency tests was 16–25%. The results of many tests conducted
showed that, for all cases, an increase in static load up to a spe-
cific threshold value, damping increased. However, at static loads
above this threshold damping decreased. This variation can be
associated with the fact that with an increase in the static load the
friction between the compliant bump foil and the foil bearing
housing increases and therefore the damping values also increase.
At high static load, the loaded compliant bump foils �bottom por-
tion� result in higher damping; however, for the unloaded bump
foils �e.g., the top half portion�, the damping values decrease, thus
the overall damping value is decreased. For damping values as in
the frequency range of 30–300 Hz, a maximum and a minimum
value of 820 and 140 kN/cm were, respectively, obtained.

The damping values for large amplitude of motion �Xo
=101.6 �m� are shown in Fig. 15. As discussed analytically in
�1�, the coefficient of friction decreases due to increase of relative
velocity between the two bodies, resulting in decreasing the
damping values. Compared with Fig. 13, the results show that the
damping value for a frequency of 30 Hz has decreased by 350%.

The damping values presented so far were all calculated based
on the single degree of freedom model. In an attempt to verify the
validity of the model and its accuracy, the damping values were
calculated from the energy method as described in Eqs. �6� and
�7�. For each test and at each frequency and amplitude of motion,
the plot of force versus displacement �or hysteresis plot�, was used

for calculation of energy dissipated. A hysteresis plot for a se-
lected test is shown in Fig. 16. In this plot, the horizontal and
vertical axes represent the displacement and force, respectively.
The black color ellipse represents the experimental values and the
green continuous ellipse is the curve fitted plot.

The area inscribed by the ellipse represents the energy loss due
to frictional damping.

The damping values calculated by the two methods are com-
pared in Fig. 17. As shown, a good agreement between the two
methods was obtained. This indicates that, for many applications,
a good approximation of the damping values can be obtained via
the hystersis plot.

Conclusions
The results of an experimental study for structural stiffness and

damping values of a 21.6-cm-diam compliant foil bearing were
presented and discussed. The results obtained were comparable
with results obtained for a smaller size bearing. The stiffness and
damping values for a frequency range of 0–400 Hz, and ampli-
tude of motion between 0 and 102 �m, a static load of 0–445 N,
and a preload from 0 to 1335 N were presented. The results show
that damping values increased with static load up to a threshold
after which increasing the static load decreased the damping val-
ues. The damping values decreased with increasing frequency in

Fig. 13 Dynamic structural stiffness of full size compliant foil
bearing „Xo ,max=101 �m…

Fig. 14 Damping values for bump foil with various preloads

Fig. 15 Damping values for high amplitude of motion

Fig. 16 Energy dissipation in a cycle
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all tested conditions; a semiexponential decay could be seen. The
damping values calculated from two methods, single degree of
freedom and energy methods, were compared and a good agree-
ment between the two methods was obtained.

Dynamic stiffness varied slightly with increases in frequency.
Statically, it was shown that with variation in the design, dramatic
changes in stiffness are possible, including expanding the range
over which stiffness remains constant. Achieving this constant
stiffness and high levels of damping given the nonlinearity of the
compliant bump characteristics shows the viability of this concept
for wide ranging applications.

Finally, the results presented show clearly that the bump foil
damper is capable of providing stiffness and damping levels con-
sistent with oil squeeze film dampers. Additional investigations
into the effects of preload/materials are warranted.
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Nomenclature
C � damping
E � energy, work
e � eccentricity
f � frequency

F � force
K � stiffness
m � mass
t � time

X ,x � displacement, coordinate axis
Xo � amplitude of motion

y � coordinate axis
w � load, width
: � coefficient of friction

T � angular velocity �2 �f�
� � loss factor
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Development of an Improved
High Cycle Fatigue Criterion
An integrated computational-experimental approach for prediction of total fatigue life
applied to a uniaxial stress state is developed. The approach consists of the following
elements: (1) development of a vibration based fatigue testing procedure to achieve low
cost bending fatigue experiments and (2) development of a life prediction and estimation
implementation scheme for calculating effective fatigue cycles. A series of fully reversed
bending fatigue tests were carried out using a vibration-based testing procedure to in-
vestigate the effects of bending stress on fatigue limit. The results indicate that the fatigue
limit for 6061-T6 aluminum is approximately 20% higher than the respective limit in fully
reversed tension-compression (axial). To validate the experimental observations and fur-
ther evaluate the possibility of prediction of fatigue life, an improved high cycle fatigue
criterion has been developed, which allows one to systematically determine the fatigue
life based on the amount of energy loss per fatigue cycle. A comparison between the
prediction and the experimental results was conducted and shows that the criterion is
capable of providing accurate fatigue life prediction. �DOI: 10.1115/1.2360599�

1 Introduction

Structural components subjected to high frequency vibrations,
such as those used in rotating parts of gas turbine engines, are
usually required to be designed using a lifetime failure-free crite-
rion for a very large number of cycles, or an endurance limit.
Design tools, such as the Goodman diagram and the modified
Goodman diagram are often used, which are usually constructed
using uniaxial fatigue data. The Goodman diagram is a plot of
alternating stress �half of the cyclic stress range� versus mean
stress and represents the fatigue strength of a given material for a
given number of cycles. However, the uniaxial data might be in-
sufficient for assessing high cycle fatigue limit stresses in compo-
nents that are subjected to multiaxial stresses over a wide range of
loading frequencies. In turbine blades, for example, fatigue failure
often occurs under high order bending or combined bending and
twist modes that produce short wavelength stress states at very
high frequencies. Unfortunately, the capability of conducting bi-
axial fatigue tests, especially under bending, is adversely affected
by the high cost of test method development and low frequency
limitations of existing equipment. In turn, the development of a
basic understanding of the effects of frequency, biaxial stress
state, and stress gradient in bending on the high cycle fatigue
strength of complex geometries has been hampered. Hence, cur-
rent U.S. Air Force high cycle fatigue �HCF� research efforts to
develop new design methodologies for HCF under realistic stress
states have been significantly hindered due to lack of ability to
obtain sufficient fatigue data for a meaningful fatigue strength
assessment of actual components.

Furthermore, uniaxial fatigue tests on conventional test ma-
chines require long time periods to achieve a large number of
cycles approaching the endurance limit. Even a servohydraulic
test machine operating at 40 Hz requires approximately 6.9 h to
accumulate 106 cycles for a point on an S-N curve. Additionally,
for each value of mean stress or stress ratio, several data points
are needed in order to interpolate the value of stress at the desired

life �106 in this example� to get a point on the Goodman diagram.
Therefore, significant amounts of time are required to characterize
the uniaxial fatigue properties of a material.

To address these concerns, a novel vibration-based testing con-
cept �1� was developed by the authors for assessing fatigue
strength for materials under representative stress states found in
real engine hardware. The idea is to subject a base-excited plate
specimen at high frequency resonant modes to achieve high cycle
fatigue. The performance of the vibration-based fatigue testing
technique for achieving various stress ratios was demonstrated in
�2� with experimental results from 6061-T6 aluminum plate speci-
mens. These results had been used to construct a significant por-
tion of the important Goodman diagram for fatigue design. Fur-
thermore, the authors �3� generalized the technique to
accommodate the failures subjected to biaxial stress states, and
applied it to a variety of materials. A geometrical design proce-
dure that incorporates a finite element analysis process with a
mathematical programming search algorithm was used to charac-
terize the shape of the specimens for ensuring the required biaxial
stress patterns.

The authors’ previous studies �1–3� clearly showed that it is
possible: �1� to accomplish fatigue testing in only a few hours
compared to the tens of hours required of typical fatigue test ma-
chines, �2� to generate both uniaxial and biaxial fatigue data
through proper specimen topological design, and �3� to identify
the presence of fatigue crack in the test specimen while it is still in
the initiation stage. Further development and modifications to this
technique is in progress which will allow generation of multiaxial
fatigue data at various stress ratios as well as estimation/
prediction of fatigue life via energy approaches.

In this study, the objective is to explore the feasibility of using
the vibration-based fatigue testing procedure for accomplishing
fatigue life assessment under tension-compression �axial� and
bending. To validate the experimental observations and further
evaluate the possibility of prediction of fatigue life, an improved
high cycle fatigue criterion is proposed, which allows one to sys-
tematically determine the fatigue life based on the amount of en-
ergy loss per fatigue cycle. A comparison between the prediction
and the experimental results was conducted and shows that the
criterion is capable of providing accurate fatigue life prediction.

2 Experiemental Procedures
To assess the fatigue life or fatigue limit of materials, a stress

versus cycle plot, so-called S-N curve, was created to display the
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relationship between the number of cycles to failure and the alter-
nating fatigue stress for aluminum 6061-T6 specimens under axial
�tension-compression� and bending stress states.

2.1 S-N Curve Construction: Tension/Compression. Axial
�tension-compression� loading data was acquired first from the
ASTM standard fatigue dog-bone �coupon� specimen in Fig. 1. To
assure accuracy in the cross-sectional area, the specimen was cut
from a 3.1 mm sheet of aluminum using a water jet procedure.
This procedure provided a maximum variance of 2% for a speci-
men with a 19.7 mm2 cross-sectional area.

All the tests were conducted at the room temperature using a
MTS Systems Corporation servo hydraulic load frame �4�. The
dog-bone specimen is held in place with hydraulic grips �Fig. 2�
and a cyclic axial force, at a frequency of about 40 Hz, is applied.
The fatigue limit strength in the tests is determined as the stress
for the number of total cycles at which complete failure occurs.
Thirty dog-bone tests were completed and the data is acquired
using a TestStar II control system �4�.

The results of the tension-compression fatigue tests were sum-
marized as a plot of stress versus number of cycles that can be
seen on the S-N plot in Fig. 3. In order to reduce the effect due to
the machine instability at different frequencies, all the tests were
conducted at 40 Hz.

2.2 S-N Curve Construction: Bending. Bending fatigue data
was acquired from the uniaxial fatigue specimen in Fig. 4 �1�. The
specimen is 114.3�165.1 mm with a clamp area of 50.8
�165.1 mm and was sheared from the same 3.1 mm thick sheet
of aluminum 6061-T6 as the dog-bone specimens.

Bending tests were conducted with an Unholtz Dickie 6000 lb
electrodynamic shaker �Fig. 5� located in the Turbine Engine Fa-
tigue Facility �TEFF� of the Air Force Research Laboratory
�AFRL� in the Propulsion Directorate at Wright-Patterson Air
Force Base. As shown in Fig. 5, the test specimen is mounted
cantilevered to the shaker head. A forced vibration is then con-
ducted on the specimen at two-stripe mode �frequency range:
1200–1600 Hz�. The Vibratory displacement of the plate during
two-stripe mode, analyzed with the finite element software
ABAQUS, is shown in Fig. 6 �11�. The test specimen is sufficient
for acquiring bending data due to the behavior at the free edge

being similar to a free-free bending analysis.
The measurement instruments used consist of accelerometers, a

laser-vibrometer for measuring the velocity or displacement of a
point on the specimen, and strain gages. The finite element �FEM�
study, from Fig. 6, was conducted before the tests to locate the
instrumentation on the plate specimens and to determine the fre-
quency at which the two-stripe mode occurred �1�.

Due to strain gauges experiencing internal failure at cycles
fewer than the total at the anticipated fatigue limit, the fatigue
tests were conducted using the laser vibrometer for measurement.
This provides the only nonintrusive technique of the available
instrumentation as well as an accelerometer for monitoring the
shaker input force. However, the velocity signal from the laser

Fig. 1 Dimensions „cm… of the ASTM fatigue dog-bone
specimen

Fig. 2 MTS clamping and measurement devices

Fig. 3 S-N data tension/compression

Fig. 4 Bending fatigue specimen

Fig. 5 Vibration-based fatigue experiment setup
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must first be calibrated to the corresponding strain in the fatigue
region of the plate. This was achieved by running a calibration test
with the plate specimen instrumented with a strain gage placed in
the expected maximum strain region or the fatigue region, the
midpoint at the free edge of the plate.

During the calibration process, data were taken from both the
strain gage and from the laser vibrometer while the specimen was
in resonance at various shaker power settings, or in other words,
for various strain levels in the specimen which allows for the
construction of a strain-laser calibration curve. Once a relation-
ship between the strain in the fatigue region and the velocity/
displacement at the laser position is established, which is approxi-
mately linear as shown in Fig. 7, a fatigue test may be conducted.
It is important to note that the linear comparison between strain
and velocity is not the same for all tests. Minimal changes in the
natural frequency of a test specimen, which are caused by slight

changes in the clamping fixture and precision of the specimen’s
geometry, can alter the slope between velocity and strain data.
Therefore, the calibration must be done for each bending fatigue
test.

All the bending fatigue tests were conducted in accordance with
the step-test method developed by Maxwell and Nicholas �5�. This
step-test technique uses a single specimen to generate a fatigue
limit from multiple incremental loading steps. Each step corre-
sponds to the number of cycles considered to be necessary to
reach the fatigue limit. In the bending fatigue tests, the fatigue
limit was assigned a life in the range between 104 and 2
�106 cycles. The step-test method has been utilized in our previ-
ous studies �1,2� and shown to produce fatigue limit stresses that
are consistent with those obtained using conventional S-N test
results �3�. The fatigue limit stress is determined using the follow-
ing equation:

�A = �pr +
Nf

Nt
�� f − �pr� �1�

where �A is the �max� alternating stress, �pr is the �max� stress
level of the step prior to failure, Nf is the number of cycles to
failure in the final step, � f is the �max� stress level of the final
�failure� step, and Nt is the number of cycles of each complete
step. The test is begun at a stress level below that of the antici-
pated fatigue crack initiation stress at the number of cycles of
interest for the particular test specimen material. After completing
the specified number of cycles in a step without failure, the stress
level is increased incrementally for the next step. The procedure is
repeated until failure occurs. Then, using the above equation, the
fatigue limit stress of the material at the desired number of cycles
can be determined.

The fatigue limit strength in typical tension/compression tests,
presented in Fig. 3, was determined as the stress at which com-
plete failure occurs at the required number of cycles. Total life,

Fig. 6 FEM two-stripe mode shape of the plate specimen

Fig. 7 Laser-strain gage correlation
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where the fatigue crack propagates through the specimen and fail-
ure occurs, was not distinguished from crack nucleation or crack
initiation life. Computations have shown that the fatigue crack
propagation life is only a small fraction of total life when testing
at stress levels near the HCF limit defined at 106 cycles. In the
case of vibration-based bending fatigue testing under resonance
conditions, however, there does not exist a definitive phenomenon
such as abrupt failure. Therefore, in all bending tests the fatigue
limit is defined at the instance corresponding to a sudden change
in the dynamic response of the plate associated with the initial
stage of fatigue crack development. The development of a crack in
the specimen changes its stiffness and hence its resonant fre-
quency. The initiation or development of the fatigue crack in the
plate specimens was observed by the onset of a rapid decrease in
the measured velocity for a given shaker driving frequency and
amplitude and it is at this point that the fatigue limit stress was
determined. This technique was developed and has been verified
in our previous studies �1–3�.

3 Results and Discussion
Seven plates have been fatigued at the two-stripe mode with

natural frequency around 1600 Hz. Recall that, typical tension-
compression fatigue tests on a MTS tensile test machine operate at
40 Hz, requiring approximately 70 h to accumulate 107 cycles for
each step during the step-test. Therefore, significant amounts of
time can be saved to characterize the bending fatigue properties
via the vibration-based fatigue testing procedure �1,2�.

Bending fatigue data from all seven tests are given in Fig. 8 in
the form of a linear-logarithmic S-N curve. The range of number
of cycles to failure is 105–1.2�106. The data in Fig. 8 show a
very small amount of scatter and expect a clear comparison with
those tension-compression �axial� fatigue in Fig. 3 via a linear
regression analysis.

The linear regression analysis was conducted to determine the
slope of the lines from which values of A, B, and m were obtained
�see Table 1� for use in Eq. �2�.

� = A�N + B�−m + �e �2�
In order to accommodate the cyclic range of the axial fatigue

data, no bending test has been conducted for longer than
1.2 million cycles. Not having data at higher cycles prevents an
assumption to be made for the value of the endurance limit �e.

Therefore, this value has been set to zero to assure that the ex-
perimental curve is accurate with respect to the data collected.
Values of A, B, and m have been calculated by using the axial and
bending fatigue data in Figs. 3 and 8, respectively. These values
were summarized in Table 1 and are in good agreement with the
fatigue data when plotted �see Fig. 9� in accordance with Eq. �2�.

It is interesting to observe that, the results in Fig. 9 show that
the bending fatigue limit of 6061-T6 aluminum is significantly
higher than the respective limit in fully reversed tension-
compression �axial�. To substantiate the effect of bending on fa-
tigue limits, more evidence was obtained through comparison of
the S-N curves presented in Fig. 10. This comparison clearly in-
dicates that the fatigue limit for 6061-T6 aluminum in fully re-
versed bending is approximately 20% higher than the respective
limit in fully reversed tension-compression.

It is important to note that, the 20% difference between the
fatigue limits is observed for all the fatigue tests that correspond
to various number of failure cycles. The higher bending fatigue
limit is therefore exclusively due to the gradient effect of the
normal stress. In a tension/compression specimen, as shown in
Fig. 11, the distribution of the normal stress along the thickness of
the specimen is constant, therefore the stress gradient is zero. In
the case of bending, the normal stress decreases from the surface
to the neutral axis thus creating a stress gradient. Based on this
observation, intuitively, it is natural to assume that at the same
number of cycles, the alternating fatigue stress level of a bending
specimen must be higher than that of a tension/compression speci-
men to compensate for not having the maximum normal stress
constant through the thickness. On the other hand, under the same
stress level, the number of cycles to failure for a bending speci-
men is expected to be higher.

Fig. 8 S-N data: bending

Table 1 Parameter data for linear regressive analysis

Procedure A �MPa� B �Cycles� m

Axial 1029.3 1890 0.155
Bending 1132.5 14189 0.1457

Fig. 9 S-N curve: tension/compression, in linear-log scale

Fig. 10 S-N curves: tension/compression, bending
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4 An Energy Based High Cycle Fatigue Criterion
It is believed that the gradient influence to the different fatigue

limits could be explained on the basis of a framework integrating
energy theories and probabilistic approaches. This problem is
quite significant and complex which will be dealt with in our
future studies. In this work, in order to lay down a solid theoret-
ical and experimental foundation for the follow-up research, an
improved high cycle fatigue criterion has been developed. The
criterion allows one to systematically determine the fatigue life
based on the amount of energy loss per fatigue cycle.

4.1 Analytical Stress-Strain Representation. Previously
stated in the Introduction, it has been suggested that the strain
energy required to fracture a material monotonically is the same
as the strain energy accumulated during a cyclic fatigue procedure
�6,7�. Even though the strain energy dissipation in a material un-
der the respective loading processes can be affected by factors
other than the stress level, stress is still observed as the dominat-
ing factor. Based on this observation, the representation of strain
in both the monotonic and cyclic procedures is based, solely, with
respect to the corresponding stress level �8–10�. This representa-
tion is shown as Eq. �3�, where � is the corresponding stress level,
E is Young’s modulus �o is a defined constant, and �o is a curve fit
constant �12�. This equation is obviously an ideal state, which will
not be assumed when dealing with materials experiencing a severe
case of the endurance limit phenomenon. Also, this representation
will not be assumed during monotonic analysis after the necking
phenomenon. Despite the behavior of these occurrences, Eq. �3�
will be the benchmark representation for further understanding of
these materials with more complex S-N behavior,

� =
�

E
+ �o sinh� �

�o
� �3�

Results from both the low cycle and the monotonic fracture pro-
cedures of aluminum 6061-T6 can be seen on Figs. 12 and 13,
respectively. The data in each figure are plotted as engineering
stress and strain. The use of engineering stress-strain representa-
tion for cyclic and monotonic results is not satisfactory. Though it
can be argued that the data in Fig. 12 are acceptable for curve
fitting with Eq. �3� �based on the limited plastic deformation dur-
ing the process�, it also is not acceptable for curve fitting
purposes.

In order to develop an accurate analytical representation of
monotonic stress versus strain, Fig. 13 had to be converted to true
stress and strain values. The conversion of engineering data to true
data was conducted with basic conservation of volume laws de-
scribed in Ref. �12�. The results of the conversion of the mono-
tonic analysis to true stress-strain data are displayed in Fig. 14.
This figure shows a vacancy in stress-strain results between the
necking and fracture stress. Though the stress-strain result on this
figure from zero-load to necking can be accurately represented by
Eq. �3�, the true stress-strain relationship between necking and
fracture is assumed to be linear due to the absence of experimental
data. Therefore, Eq. �4� is used to represent the linear stress-strain
relationship in the region between necking and fracture, where �1
is the slope of the function and �o is the intercept constant,

� = �1� + �o �4�

For the monotonic case, there are two unknown parameters from
Eq. �3�: �o and �o. The parameter �o is defined based on the
following equation �7�:

Fig. 11 Stress distributions of axial and bending

Fig. 12 Cyclic stress-strain experimental data for aluminum
6061-T6

Fig. 13 Monotonic stress-strain experimental data for alumi-
num 6061-T6
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�o =
�n − �y

ln��n/0.002�
�5�

where �n is the necking stress, �n is the necking strain, and �y is
the yielding stress. As for �o, this is a curve fit parameter that is
adjusted until the plot of Eq. �3� is sufficiently fit to the experi-
mental results. The fit is deemed sufficient when the plot of Eq.
�3� visibly fits over the test data, as well as when the strain dif-
ference at the necking point is less than 1%. After sufficiently
fitting Eq. �3� over the experimental results and determining the
linear necking relation between two points �necking and fracture�,
the following constants in Table 2 were determined for Eqs. �3�
and �4�, thus fully developing an analytical representation of the
true stress-strain relation for the monotonic fracture �Fig. 15�.

Based on the extremely small plastic deformation during cyclic
loading, visual validation of the strain equation to experimental

results does not provide a thorough method for curve fitting. Due
to this minimal plastic deformation, the curve fit of the strain
equation for cyclic loading is determined by a statistical proce-
dure. Before this statistical procedure takes place, the experimen-
tal cyclic results are put into generalized axes. In the generalized
coordinate system, minimum stress and strain values are viewed
as the origin. Therefore, the experimental data are going from zero
values to peak-to-peak values, as displayed in Fig. 16 and Table 3.
The advantage of the axes modification is that it simplifies the
cyclic stress-strain loop approximation by requiring only two
identical equations for construction, as opposed to the four unique
equations required for the conventional axes.

To prevent future complications when determining the fatigue
life calculation method, the strain equation variables used in Eq.
�3� for the monotonic strain approximation are changed for the
cyclic analysis. Though they provide the same purpose as the
monotonic strain parameter, the parameters changed for the cyclic
equation �Eq. �6�� go as follows: �pp is twice the alternating stress
value ���, �o is changed to �c, and �o is written as 1/C. However,
unlike the monotonic analysis, the constant inside the hyperbolic
sine ��c� is adjusted along with the outside coefficient, which in
this case is 1 /C,

� =
�PP

E
+

1

C
sinh��PP

�c
� �6�

For comparison between the generalized data in Table 2 and Eq.
�6�, a MATLAB program was generated to find the best fit between
the two. The core of the optimization tool used in the MATLAB

program is the observance of the standard deviation of the percent
difference between Eq. �3� and the generalized data from Table 3.
The optimization program is essentially a two-loop code that op-
erates as follows: In loop one, the C value that provides the mini-

Fig. 14 Monotonic true stress-strain experimental data for alu-
minum 6061-T6

Table 2 Curve fit results for monotonic stress-strain
approximation

E �MPa�= 6.89E+04

�o= 3.89E−11
�n= 0.092106
�o �MPa�= 17
�y �MPa�= 323
�n �MPa�= 389
�1 �MPa�= 347
�o �MPa�= 357

Fig. 15 Monotonic true stress-strain test data and strain equa-
tion approximation for aluminum 6061-T6

Fig. 16 Cyclic peak-to-peak stress-strain experimental data
for aluminum 6061-T6

Table 3 Generalized „peak-to-peak… stress-strain cyclic data
from Fig. 16

Pos �
�MPa� Pos �

0.00 0
16.2 0.0002228
43.8 0.000622
80.0 0.0011345
121.6 0.0017181
163.7 0.0023181
205.1 0.0029094
239.1 0.0033955
262.1 0.0037223
273.3 0.0038857
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mum standard deviation at a specific �c value is determined. In
loop two, out of an array of �c values with corresponding optimal
C values, the �c value with the minimum standard deviation is
determined. Based on this optimization code, curve fit results
were acquired from three experimental cyclic testing results at
three different alternating stress levels. These results are displayed
in Table 4. The important result category to observe in Table 4 is
the minimum standard deviation from the three low cycle tests
conducted. Viewing this category, it clearly shows that the test
conducted at 206.8 MPa provides the smallest standard deviation
between the three results. The importance of this information will
be addressed during the fatigue life calculation analysis discussed
in the following subsection.

4.2 Fatigue Life Calculation Analysis. The prediction of fa-
tigue life via energy analysis comes from an approach, as sug-
gested earlier, which states that the strain energy required to frac-
ture a material monotonically is the same as the strain energy
accumulated during a cyclic fatigue procedure �3,7�. Based on this
suggestion, the following equation holds true:

Wf = NWc �7�

where Wf is the total strain energy from a monotonic fracture, Wc
is the strain energy of one cycle from a fatigue process, and N is
the number of cycles to failure in the fatigue process correspond-
ing to the test that developed Wc. In this equation, Wc and Wf can
be viewed as strain energy density, due to the uniform stress dis-
tribution of axially loaded specimens. The strain energy density is
determined for monotonic and cyclic analysis as follows: the area
underneath the approximated curve of Fig. 15, and the area within
the loop developed by Eq. �6�, respectively. From the calculation
of the strain energy density for monotonic and cyclic analysis and
the use of Eq. �7�, a sufficient calculation scheme for predicting
fatigue life was developed and is represented by Eq. �8�,

N = C

�n��n −
�n

2E
� + �o�o�cosh��n

�o
� − 1� +

�1

2
�� f

2 − �n
2� + �o�� f − �n�

2�c	 �

�c
sinh�2�

�c
� − �cosh�2�

�c
� − 1�
 �8�

Using Eq. �8� and the values from Tables 2 and 4, the following
fatigue life values were estimated for the three corresponding al-
ternating stress levels in Table 4. These estimations were com-
pared with experimental data in Fig. 17. From the comparison, the
results show that the cyclic experimental analysis at 30 ksi pro-
vide the best fatigue life estimation. This optimal fatigue life es-
timation shows correlation to the minimum standard deviation ac-
quired from the optimization MATLAB code, which is displayed in
Table 4. Therefore based on the strain equation values in Table 4
and the optimal estimation results in Fig. 17, the C and �c vari-
ables for 30 ksi were used to construct an entire accelerated S-N
curve. This S-N curve, which is predicted based on C and �c from
the 30 ksi analysis, is compared with experimental results in Fig.

18. This comparison shows highly sufficient agreement and vali-
dates the use of one cyclic experimental point at a specified load-
ing stress for prediction of S-N behavior over a large fatigue life
range.

5 Conclusions
The vibration-based fatigue testing procedure is capable of pro-

ducing bending fatigue data at greatly reduced savings in both
time and cost. This testing procedure can be further extended,
through proper specimen topological design �1� and a yielding
process �3�, to generate fatigue data at various stress ratios, so that
assessment of material fatigue properties can be achieved at

Fig. 17 Tension/compression fatigue comparison Fig. 18 Tension/compression fatigue comparison

Table 4 Computational results for cyclic stress-strain curve fit

� �MPa� C �c �MPa�
Standard
deviation

137.8 3.33E+07 37.906 1.3071
206.8 2.00E+07 55.136 0.9978
234.3 5.00E+07 55.136 1.0554
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greatly reduced savings in both time and cost �2�. The resulting
fatigue data from 6061-T6 aluminum under fully reversed bending
and axial stresses have been used to construct S-N curves for
comparison. A significantly higher fatigue limit in bending was
observed. Finally, an improved energy-based criterion was devel-
oped for fatigue life prediction. The comparison between the life
prediction and the experimental results clearly indicates that the
criterion provides reasonable life estimations.
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Operation of a Mesoscopic Gas
Turbine Simulator at Speeds in
Excess of 700,000 rpm on Foil
Bearings
A small mesoscopic gas turbine engine (MGTE) simulator was tested at speeds over
700,000 rpm. The MGTE was operated with specially designed miniature compliant foil
journal and thrust air bearings. The operation of the simulator rotor and foil bearing
system is a precursor to development of turbine powered micro-aerial vehicles and me-
soscopic power generators. The foil bearings use a new fabrication technology in which
each bearing is split. This feature permits the use of these bearings in highly advanced
engines where single piece ceramic rotors may be required. The simulator weighed 56 g
(including the 9 g rotor) and included two non-aerodynamic wheels to simulate the
compressor and turbine wheels. Each compliant foil journal bearing had a diameter of
6 mm and was located equidistant from each end of the rotor. Experimental work in-
cluded operation of the simulator at speeds above 700,000 rpm and at several different
orientations including having the spin axis vertical. Results of the rotor bearing system
dynamics are presented along with experimentally measured natural frequencies at many
operating speeds. Good correlation between measurement and analysis is observed indi-
cating the scalability of the analysis tools and hardware used. The rotor was very stable
and well controlled throughout all testing conducted. Based on this successful testing it is
expected that the goal of operating the rotor at speeds exceeding 1 million rpm will be
achieved. �DOI: 10.1115/1.2360600�

Introduction
Mesoscopic sized power generating and propulsion systems are

currently attracting attention due to their high output energy effi-
ciency. Mesoscale machines �i.e., “sugar cube to fist sized” and
typically weighing 50 g or less� offer a unique opportunity to
meet a wide array of power and propulsion needs efficiently, re-
liably, and inexpensively. Among the power sources using chemi-
cal fuels, the gas turbine generator is known to have the highest
power to weight ratio �1�. Significant additional commercial ap-
plications are also expected in support of miniature fuel cells,
diesel engines, and other propulsion and power generating ma-
chinery. An analysis of a gas turbine-fuel cell hybrid micro-
generation system has shown power efficiency of over 65% in the
best possible case �2,3�. Such a hybrid system would be based on
a micro-gas turbine ��GT� and a solid oxide fuel cell and is ex-
pected to achieve much higher efficiency than a traditional �GT.
With progress in manufacturing techniques, it is expected that the
cost of these mesoscopic scale machines will be reduced drasti-
cally, making the application of these devices more attractive �4�.
However, many issues need to be addressed, including compres-
sor, combustor and turbine efficiency, component fabrication, and
scaling. In addition to these, the long overlooked rotor-bearing
system integration issues are essential to the ultimate operation of
such systems. For example, the reduced size of mesoscopic scale
machines impacts internal clearances, balancing, manufacturing
tolerances, damping, and thermal management. To address the en-
gine system development issues that will make these mesoscopic
turbo machines a reality with high performance, reliability, and

long term storability, MiTi® has developed and demonstrated the
supporting oil-free bearing technologies �5–11�.

The importance of oil-free compliant foil bearings to mesos-
copic gas turbine engines is evident in their inherently low power
loss as compared to rolling element bearings. A series of prelimi-
nary cycle analyses, the results of which are shown schematically
in Fig. 1, highlight the benefits of using foil bearings. Using the
power loss for each bearing �see Fig. 2� as a function of speed, the
available mesoscopic engine shaft output power was evaluated.
For a given operating speed of 870,000 rpm, the inlet air tempera-
ture was varied while holding compressor, combustor, and turbine
efficiencies constant. As seen in Fig. 1, even at the lowest inlet
temperature of 15°C, which results in the highest available output
power, the ball bearing power loss would prevent full speed op-
eration. In this first idealized case, the combined power needed to
drive the compressor and overcome the ball bearing power loss
exceeds turbine output power by 4 W. Conversely, the foil bear-
ing supported system, with its substantially lower power loss,
would make it possible to provide up to 144 W of electrical gen-
erating power. The situation only gets worse for the rolling ele-
ment case as the air inlet temperature increases. The cycle analysis
with increased inlet air temperatures also points out the need for
system thermal management to limit the heat soak back from the
turbine to the compressor during operation.

Due to the close proximity of all components and the limited
available pathways to remove heat, it is essential that materials
with low thermal conductivity be used and that parasitic heat
losses be minimized in these machines. For example, with higher
physical temperatures of the compressor itself, additional turbine
power is needed to maintain the compression ratio and mass flow
rate. The extraction of additional work from the turbine reduces
the available shaft output power to drive a generator. Thus, from
this simple analysis, it is concluded that the feasibility of devel-
oping efficient mesoscopic power and propulsion turbine engines
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will require the use of ceramic rotors with their low thermal con-
ductivity and foil bearings with their low power loss.

Having identified the need for ceramic rotors and foil bearings,
one must then consider manufacturing related and cost issues,
especially for mesoscopic sized rotor and bearing systems. For
example, typical clearance ratios �clearance/diameter� in gas bear-
ings range from 0.0001 to 0.001, which for a 6-mm-diam shaft

would mean that the bearing diametral clearance would be be-
tween 0.6 and 6 �m. Centrifugal growth of a ceramic shaft at
1 million rpm would be approximately 0.4 �m, consuming from
15% to over 60% of the available bearing clearance if a rigid pad
gas bearing design were used. With the addition of thermal
growth, which for ceramics would be on the order of 1.5 �m for
a shaft-to-bearing differential temperature as small as 75°C, bear-

Fig. 2 Comparison of foil and ball bearing power loss versus
speed

Fig. 3 Assembled and instrumented mesoscopic simulator

Fig. 4 Schematic of the nozzle box

Fig. 5 The rotor hardware with mesoscale turbine

Fig. 6 Schematic of the split bearing shell

Fig. 1 Microturbine cycle analysis results
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ing clearance could be totally eliminated with certain gas bearing
designs. The compliant foil bearing design, however, inherently
accommodates such growth.

Besides shaft growth and manufacturing processes, balancing
of the rotating group must also be considered, both from manu-
facturing and operating points of view. Balance specifications ac-
cording to ISO 1940/1 and ANSI S2.19 for gas turbine and turbo-
generator class rotors would dictate that the balance limit for a 9 g
rotor should be 2.286�10−4 g cm when operating a 700,000 rpm
and 2.54�10−5 g cm when operating at one million rpm. At this
balance level, the expected rotor vibration would be approxi-
mately 2.8 �m when operating at 700,000 rpm. Given that a bear-
ing clearance of less than 6 �m would be likely, the combined
rotor growth of 2 �m and rotor displacement of 2.8 �m would
make operation of the rotor system unlikely without a unique
bearing system. Further, achieving such stringent balance levels
would be nearly impossible with a multi-piece rotor assembly. It
is also well known that joining and structural integrity are two
issues that must be addressed when using ceramics. Thus, when
combined with the need for low cost, the only real logical manu-
facturing method is to make the rotating group as a single piece.
The single piece rotor design choice dictates that split bearings
should be used in order for assembly to be possible.

Fig. 7 Cross section of dynamic simulator

Fig. 8 Stiffness coefficients as a function of speed

Fig. 9 Whirl speed map showing mode shapes and both pre-
dicted and measured natural frequencies as a function of spin
speed

Fig. 10 Stability map—logarithmic decrement versus rotor
speed for the two rigid body natural frequencies
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Simulator Design and Test Method
Since bearings have been identified as one of the key limiting

factors in the operation of high speed mesoscopic machines, it
was felt that machine feasibility would best be demonstrated
through rotor-bearing system simulator testing. As such, a meso-
scopic scale rotor-bearing system dynamic simulator was de-
signed, built and tested to demonstrate rotor-bearing system sta-
bility, design analysis scalability, and the potential of successfully
operating and manufacturing split compliant foil bearings. In this
section of the paper, details of the experimental setup �simulator�,
rotordynamic analysis, and experimental results are explained.

Turbine Simulator Test Rig. The mesoscopic turbine simula-
tor consists of an impulse turbine driven single piece rotor sup-
ported by two compliant foil journal bearings. Two compliant foil

thrust bearings were used to maintain rotor axial position. Com-
pliant foil air bearings were selected for this demonstration be-
cause of their ability to operate at almost unrestricted speeds, low
power loss, as discussed above, and ability to operate at tempera-
tures above 650°C �1200°F� for extended durations. The use of a
proprietary high temperature, high durability coating was also se-
lected to permit thousands of machine start/stop cycles without
degradation. The newly developed split journal and thrust designs
were also used.

The simulator housing included a split bearing shell, a turbine
nozzle box, end caps, and provisions for fiber optic displacement
sensors and speed pickup. Total simulator weight was 56 g, in-
cluding the 9 g solid rotor. The simulator housing was made of

Fig. 11 Rotor frequency spectrum for horizontal position at 675,000 rpm

Fig. 12 Spectrum for 90 deg roll about spin axis
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aluminum with an overall length and diameter of 32.7 and
28.6 mm, respectively. The simulator hardware in its assembled
state is shown in Fig. 3.

Two end caps with embedded holes were used on both ends of
the simulator housing to secure the split housings and provide a
location for the optical speed pick up and/or an axial displacement
probe if desired and, finally, for directing the impulse turbine ex-
haust to the outside. The simulator shell or housing included holes
for the impulse turbine drive air and optical displacement probes.
The simulator housing and interior components, such as the bear-

ing shells and nozzle box, were made of two halves. The drive
turbine nozzle box featured a ring with an inside diameter �i.d.� of
7.518 mm and outside diameter �o.d.� of 11.43 mm, on whose
circumference 12 holes in six equally spaced circumferential po-
sitions were installed. The schematic of the nozzle box is shown
in Fig. 4. The rotor shown in Fig. 5 was made of PH13-8 Mo, had
an overall length of 24 mm, and featured two 15-mm-diam,
1.664-mm-long wheels at each end of the rotor. These
15-mm-diam wheels were used to simulate the mass and inertia
properties of the expected turbine and compressor stages. The
main diameter of the center shaft section of the rotor was 6 mm,
which established the foil journal bearing diameter. The impulse
turbine pockets used to drive the rotor were machined in the cen-
ter of the single piece rotor.

The PH13-8 Mo bearing shells each had an overall o.d. and
length of 21.26 and 5.08 mm, respectively, as shown schemati-
cally in Fig. 6 to accommodate the smooth top foil and supporting
compliant bump foil assembly.

The simulator was equipped with two displacement probes and
one speed pickup probe. The optical displacement probes were
positioned to record displacements of each of the two end simu-
lator wheels.

The speed pickup probe was installed on one of the end caps
pointing at the axial face of one of the two wheels. The simulator
cross section with position of the probes is shown in Fig. 7.

It should be noted that while the current test setup directed all
air through the foil bearings, in an engine application only a small
portion of the total flow would be used for bearing thermal man-
agement. The amount of airflow that passes through the compliant
foil bearing is typically very small though not measured for these
tests. This air is mainly used to reduce the heat distortion �thermal
stresses� effects. In the analysis presented in Fig. 1, the calculated
losses are due to hydrodynamic effects �at the required operating
condition� only. The effect of destabilizing force of inlet air was

Fig. 13 Spectrum for 180 deg roll about spin axis

Fig. 14 Spectrum for vertical operation
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not considered. The authors relied on signature of the system pa-
rameters such as vibration and displacement for diagnostic pur-
poses. The aerodynamic forces mainly affected the rotor turbine
blades since a small amount of gas passes through the bearings
due to small clearance.

Bearing System Design and Analysis
During this effort, rotordynamic and bearing analyses were

completed to ensure scalability of the mesoscale components. The
6-mm-diam compliant bearings were designed to provide the stiff-
ness characteristics �non-dimensional values� shown in Fig. 8. The
bearings were designed via iterative procedures. First, the bear-
ings were designed, analyzed, and scaled to the current size to
establish the dynamic characteristics. Second, the bearings were
used in rotor analysis to ensure the rotor system stability. Detailed
technical background on integration of structural and fluid film
dynamic elements, frictional damping and scaling in foil bearings
are presented in �5–16�. Stiffness coefficients for small displace-
ment from the bearing equilibrium position �e ,2� can be obtained
from the following general equation:

K =
�F

�e
sin��� +

1

e

�F

��
cos��� �1�

where k, F, e and 2 are stiffness, load, eccentricity and load angle,
respectively.

For bearing loss calculations, the governing hydrodynamic and
structural equations for compressible flow and compliant surface
are solved simultaneously. From the results of the analysis, pa-
rameters such as film thickness, pressure profile, stiffness and
damping, power loss and flow rate are obtained. The calculation
procedure is given in �8–12�. It is important in these calculations
to account for effect of pressure and temperature on thermo-
physical properties �e.g., viscosity� of the working gas. With re-
gard to bearing loss and assumption of the continuity, the authors
ensure the satisfaction of the continuity equation in each step of
the solution. Then, the results of the stiffness and damping are
used for rotordynamic analysis. The rotordynamic analysis results,
such as critical speed, mode shapes, and stability, are then com-
pared with the experimental results to validate our design proce-
dure and analysis.

It should be noted that the authors did not attempt to address the
detail and complete interaction of the air at blade tips in this work.
However, in loss calculation, the bearing and aerodynamic losses
�such as Windage losses� are accounted for. The approximate
Knudsen number in the bearings is 0.035. The split foil thrust
bearings have an o.d. of 15 mm and an i.d. of 8 mm.

The results of the rotordynamic analysis are presented in Figs. 9
and 10. Figure 9 shows both the predicted and measured rigid

body natural frequencies when operating at speeds up to
550,000 rpm. As seen, even with the small-scale rotor and foil
journal bearings, correlation between the measured and predicted
natural frequencies is quite good. The logarithmic decrements re-
ported in Fig. 9 are those predicted for the two rigid body modes
when operating at the corresponding spin speeds. Figure 10 shows
that rotor system stability is expected over the entire operating
speed range, as noted by the positive logarithmic decrements for
all speeds.

Test Results
In this section the results of tests with the simulator are shown.

The simulator was tested at various speeds and rotor axis orienta-
tions through rolling or rotation of the simulator while it was
spinning. These tests identify the performance of the bearing in
maintaining a stable rotor system while transient dynamic condi-
tions are imposed on the rotor system. The rotor frequency spec-
trum for various speeds and various orientations is presented to
show both the synchronous and sub-synchronous vibration con-
tent. Presentation of results starts with the rotor vibration spec-
trum at 672,000 rpm. Figure 11 shows the frequency spectrum
obtained from two fiber optic displacement sensors with the rotor
in the preferred horizontal position. As shown, a very small rotor
displacement in the order of 0.25 �m �0.00001 in.� at the spin
speed is observed.

Figures 12 and 13 show rotor spectrum with the rotor remaining
horizontal but the housing rolled or rotated about the spin axis
90 deg and 180 deg from its preferred orientation. Figure 14
shows the vibration spectrum when the rotor spin axis is rotated to
the vertical orientation. The increase in rotor orbits when operat-
ing with the vertical spin axis is expected due to the reduced
bearing stiffness experienced during unloaded operation �17�.

Finally, Fig. 15 shows the operation of the mesoscopic turbine
simulator rotor at a speed above 700,000 rpm. When operating at
this speed, the rotor synchronous and subsynchronous responses
are both well controlled and low.

Acknowledgment
This work was supported by MiTi®, as an internal research and

development program. The authors would like to thank MiTi® for
supporting this project. Special thanks are reserved for David
Slezak for his fabrication of the mesoscale foil bearings and Ro-
mano Sandomenico for machining critical parts used in the test-
ing.

References
�1� Isomura, K., et al., 2002, “Development of Microturbocharger and Microcom-

bustor For a Three-Dimensional Gas Turbine At Microscale,” ASME Paper
No. GT-2002–30580.

�2� Mohawk Innovative Technology Inc. �MiTi®� Development Newsletter, 2003,
“Mesoscopic Turbojet Simulator Tested at Speeds Above 700,000 rpm on Air
Foil Bearings,” 17, pp. 1–4.

�3� Uechi, H., Kimijima, S., and Kasagi, N., 2001, “Cycle Analysis of Gas
Turbine-Fuel Cell Hybrid Micro Generation System,” ASME Paper No.
JPGC2001/PWR-19171.

�4� Kang, S., Stampfl, J., Cooper, A., and Prinz, F., 2001, “Application of the
Mold SDM Process to the Fabrication of Ceramic Parts for a Mircro Gas
Turbine Engine,” publication of Rapid Prototyping Laboratory, Stanford Uni-
versity, Stanford, CA.

�5� Ku, C. P. R., and Heshmat, H., 1994, “Structural Stiffness and Coulomb
Damping in Compliant Foil Journal Bearings: Theoretical Considerations,”
Tribol. Trans., 37�3�, pp. 525–533.

�6� Ku, C. P. R., and Heshmat, H., 1994, “Structural Stiffness and Coulomb
Damping in Compliant Foil Journal Bearings: Parametric Studies,” STLE Tri-
bol. Trans., 37�1�, pp. 255–262.

�7� Salehi, M., Heshmat, H., and Walton, J., 2003, “The Frictional Damping Char-
acterization of Compliant Bump Foils,” ASME J. Tribol., 125�4�, pp. 804–
813.

�8� Heshmat, H., and Ku, C. P. R., 1994, “Structural Damping of Self-Acting
Compliant Foil Journal Bearings,” ASME J. Tribol., 116�1�, pp. 76–82.

�9� Heshmat, C. A., Xu, D., and Heshmat, H., 2000, “Analysis of Gas Lubricated
Foil Thrust Bearings Using Coupled Finite Element and Finite Difference
Methods,” ASME J. Tribol., 122, pp. 199–204.

Fig. 15 Waterfall frequency spectrum showing operation
above 700,000 rpm, from startup to shutdown

Journal of Engineering for Gas Turbines and Power JANUARY 2007, Vol. 129 / 175

Downloaded 02 Jun 2010 to 171.66.16.106. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



�10� Heshmat, H., Walowit, J., and Pinkus, O., 1983, “Analysis of Gas-Lubricated
Compliant Thrust Bearings,” ASME J. Lubr. Technol., 105�4�, pp. 638–646.

�11� Heshmat, H., Walowit, J., and Pinkus, O., 1983, “Analysis of Gas-Lubricated
Compliant Journal Bearings,” ASME J. Lubr. Technol., 105�4�, pp. 647–655.

�12� Heshmat, H., 1999, “The Integration of Structural and Fluid Film Dynamic
Elements in Foil Bearings—Part I: Past Approaches to the Problem,” ASME
Paper No. DETC/VIB 8271.

�13� Heshmat, H., 1999, “Operation of Foil Bearings Beyond the Bending Critical
Mode,” Trans. ASME, J. Tribol., 122, pp. 192–198.

�14� Heshmat, H., 1993, “Role of Compliant Foil Bearings in Advancement and

Development of High-Speed Turbomachinery,” publication of ASME Pump-
ing Machinery, P. Cooper, ed., ASME, New York, FED 154, pp. 359–377.

�15� Heshmat, H., 1994, “Advancements In the Performance of Aerodynamic Foil
Journal Bearings: High Speed and Load Capability,” ASME J. Tribol., 116�2�,
pp. 287–295.

�16� Heshmat, H., Chen, H. M., and Walton, J. F., 2000, “On the Performance of
Hybrid Foil-Magnetic Bearings,” ASME J. Eng. Gas Turbines Power, 122, pp.
73–81.

�17� Walton, J. F., and Heshmat, H., 1999, “Application of Foil Bearings to Turbo-
machinery Including Vertical Operation,” ASME Paper No. 99-GT-391.

176 / Vol. 129, JANUARY 2007 Transactions of the ASME

Downloaded 02 Jun 2010 to 171.66.16.106. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



L. X. Liu

Z. S. Spakovszky

Gas Turbine Laboratory,
Department of Aeronautics and Astronautics,

Massachusetts Institute of Technology,
Cambridge, MA 02139

Effects of Bearing Stiffness
Anisotropy on Hydrostatic
Micro Gas Journal Bearing
Dynamic Behavior
The high-speed microhydrostatic gas journal bearings used in the high-power density
MIT microengines are of very low aspect ratio with an L /D of less than 0.1 and are
running at surface speeds of order 500 m/s. These ultra-short high-speed bearings ex-
hibit whirl instability limits and a dynamic behavior much different from conventional
hydrostatic gas bearings. The design space for stable high-speed operation is confined to
a narrow region and involves singular behavior (Spakovszky and Liu, 2005, “Scaling
Laws for Ultra-Short Hydrostatic Gas Journal Bearings,” ASME J. Vibr. Acoust., 127(3),
pp. 254–261). This together with the limits on achievable fabrication tolerance, which
can be achieved in the silicon chip manufacturing technology, severely affects bearing
operability and limits the maximum achievable speeds of the microturbomachinery. This
paper introduces a novel variation of the axial-flow hydrostatic micro gas journal bear-
ing concept, which yields anisotropy in bearing stiffness. By departing from axial sym-
metry and introducing biaxial symmetry in hydrostatic stiffness, the bearing’s top speed is
increased and fabrication tolerance requirements are substantially relieved making more
feasible extended stable high-speed bearing operation. The objectives of this work are: (i)
to characterize the underlying physical mechanisms and the dynamic behavior of this
novel bearing concept and (ii) to report on the design, implementation, and test of this
new microbearing technology. The technical approach involves the combination of nu-
merical simulations, experiment, and simple, first-principles-based modeling of the gas
bearing flow field and the rotordynamics. A simple description of the whirl instability
threshold with stiffness anisotropy is derived explaining the instability mechanisms and
linking the governing parameters to the whirl ratio and stability limit. An existing ana-
lytical hydrostatic gas bearing model is extended and modified to guide the bearing
design with stiffness anisotropy. Numerical simulations of the full nonlinear governing
equations are conducted to validate the theory and the novel bearing concept. Experi-
mental results obtained from a microbearing test device are presented and show good
agreement between the theory and the measurements. The theoretical increase in achiev-
able bearing top speed and the relief in fabrication tolerance requirements due to stiff-
ness anisotropy are quantified and important design implications and guidelines for
micro gas journal bearings are discussed. �DOI: 10.1115/1.2180813�

Introduction
Gas-lubricated bearings are used in high-speed rotating machin-

ery predominantly due to their ultra-low frictional characteristics,
the freedom from temperature limitations, and long maintenance-
free life. One of the most severe difficulties encountered with gas
bearings is their tendency to be unstable or to produce self-excited
whirl instabilities of the rotordynamic system in which they are
components. A generalized class of rotordynamic whirl instabili-
ties may be characterized by a driving force, which is generated
due to cross-coupled stiffness; that is, a force that is proportional
to the rotor deflection and rotor speed but that acts in the direction
normal to the deflection. In gas bearings, this cross-coupled stiff-
ness is caused by film forces, induced by the pumping action of
the rotor rotation, and are commonly referred to as hydrodynamic
forces. The dynamic behavior of gas bearings and the character-
ization of the bearing forces have been investigated extensively,
both experimentally and analytically. Larson and Richardson �1�

report an experimental study of whirl instability in pressurized gas
bearings and discuss the observed trends using a simple, qualita-
tive stability criterion.

On the micro-scale, gas journal bearings have become a promi-
nent design choice for supporting the rotors of high-speed micro-
turbomachinery used in power MEMS �micro-electro-mechanical
systems�. For example, the MIT microengines use gas journal
bearings that are located at the outer periphery of the rotors and
designed to operate at rotational speeds of order 2�106 rpm in
order to reach turbomachinery tip speeds of 500 m/s. A detailed
discussion of the evolution of the MIT microdevice design and
their bearings can be found in Piekos et al. �2�, Ehrich and Jacob-
son �3�, and more recently in Epstein �4� and in Fréchette et al.
�5�.

The current MIT microdevices are designed with axial-flow hy-
drostatic gas journal bearings, which are very short compared to
their relatively large bearing diameters; the bearing L /D is typi-
cally �0.1, which is at least one order of magnitude smaller than
in conventional gas bearings. A detailed discussion of the design,
the bearing modeling and analysis, and the experimental testing of
these bearings is given in Liu et al. �6�. One marked difference
between the ultra-short high-speed gas bearing and its large-scale,
long-bearing counterpart is that the former exhibits very different
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rotordynamic characteristics and whirl instability behavior. These
bearings resemble short annular seals, where the bearing inlet
pressure loss governs the hydrostatic direct stiffness, known as the
Lomakin effect �7�.

In addition to the hydrostatic effects, the bearing also experi-
ences whirl-inducing forces. The net cross-coupled force gener-
ated in the short bearing gap is due to two effects that act in
opposite directions: hydrodynamic pumping and viscous drag due
to rotor rotation. Unlike in conventional, large-scale long bear-
ings, the viscous drag effect is not negligible compared to the
hydrodynamic pumping effect. For certain bearing geometries the
two forces cancel and the net cross-coupled force vanishes. This
implies very high rotor speeds at the whirl instability limit. Fur-
thermore, the stable bearing design space is confined to a narrow
region and involves singular behavior as depicted in Fig. 1. A
detailed derivation of the scaling laws for ultrashort gas journal
bearings and the definition of this whirl instability criterion can be
found in Spakovszky and Liu �9�.

Apart from dynamic instabilities, the main challenges and limi-
tations encountered with microscale gas bearings are the manufac-
turing constraints and fabrication tolerances and uncertainties. The
MIT microdevices are fabricated on silicon wafers using deep-
reactive-ion-etching �DRIE�. Two of the limitations of this manu-
facturing technology are the maximum etch depth and minimum
cutting width, which are strongly influenced by the complexity
and arrangement of the features on the wafer. The MIT microde-
vices typically consist of five to six wafers that are bonded to-
gether, each of which is of relatively complex geometry. For ex-
ample, the bearing clearance is typically a 350 �m deep and
20 �m wide circular trench that is cut at a radius of 2 mm. For
such a bearing etch, the fabrication uncertainty can be as much as
1–2 �m in bearing clearance and 10–20 �m in bearing length.
Given the high-speed bearing design requirements depicted in Fig.
1, the bearing clearance must be 21.5 �m in order to achieve a
stable design speed of 2.4�106 rpm. The misalignment of the
geometric center of the ring of turbomachinery blades and the
center of the journal bearing as well as the etch nonuniformity in
forming the side of the disk at the base of the blades yield a rotor
unbalance of typically 2 �m �expressed as displacement of the
rotor’s center of gravity from its rotational centerline�. Returning
to Fig. 1, the allowable tolerance on the bearing clearance then
becomes ±0.5 �m.This tolerance on the bearing clearance design
specification is clearly below the fabrication capabilities and lim-
its the maximum achievable rotor speed to roughly half the design
speed.

Symmetry—Enemy of Stability. A possible modification to
plain cylindrical bearings to improve their stability range is to
introduce multiple lobes or pads. In conventional, large-scale gas
bearings, this can improve the dynamic performance by creating a
preload �the dimensional difference in clearance between the lobe
and the bearing�, which provides direct stiffness at the bearing-
centered operating condition. For higher speeds and light loads,
multiple-lobe bearings are known to offer a slightly more stable
behavior than plain cylindrical journal bearings as reported by
Fuller �10� and Garner et al. �11�. Lobed journal bearings were
also investigated as a possible means to improve microbearing
dynamic behavior. Piekos �12� reports numerical simulations of
multi-lobed hydrodynamic gas journal bearings for the MIT mi-
croengine and concludes that, for the very short micro bearings, a
lobed configuration deteriorates the stability. More recently Kim
et al. �13� discuss the modeling of micro gas journal bearings with
a stepped casing. The authors conclude that plain gas journal bear-
ings are more stable than the stepped gas journal bearings and
report that implementing axial grooves in addition to the steps, or
reducing the number of steps, improves the bearing stability.

It was suggested by Smith �14� that when there is considerable
lack of symmetry in the bearing support stiffness, the transition
speed from stable to unstable operation is very high compared to
critical speeds, even if there is no stationary damping. The asym-
metry in support stiffness, commonly referred to as anisotropic
support stiffness, was further investigated by Gunter and Trumper
�15� to mitigate hysteretic whirl. More recently Ehrich �16� ana-
lyzed the stability limit of a Jeffcott rotor model for a representa-
tive range of values of support stiffness anisotropy and of system
damping ratio. Ehrich showed that anisotropy is effective in sup-
pression of instability for lightly damped systems but less so for
systems with higher damping.

The novel micro gas journal bearing configuration presented in
this paper is based on the idea of bearing stiffness anisotropy. The
concept is to break symmetry in hydrostatic direct stiffness with-
out much affecting the hydrodynamic cross-coupled stiffness. This
is in contrast to the lobed bearings reported by Piekos �12�, where
both direct and cross-coupled stiffness are affected by the nonuni-
form geometry and the stability limit is deteriorated.

In essence, the direct consequence of the concept introduced in
this paper is the elimination of the singular behavior of the whirl
instability limit through asymmetry in hydrostatic stiffness. This
extends the geometric design space for stable operation and yields
a higher whirl instability limit and a major relief in the fabrication
tolerance requirements, enabling an increased bearing top-speed.
The impact of bearing stiffness anisotropy on the stable design
space is shown in Fig. 2 in comparison to a micro-gas bearing
with symmetric hydrostatic stiffness. The latter is hereafter called
isotropic bearing stiffness, implying that the bearing stiffness is
independent of the direction of rotor displacement.

Scope of the Paper. The details of the bearing configuration to
achieve anisotropy in hydrostatic stiffness and the impact on bear-
ing dynamic behavior is the subject of this paper and will be
discussed at length. The major goals of the paper are to investigate
the physical mechanisms at play, to quantify the benefits of such a
bearing configuration, and to delineate performance and design
implications. More specifically, the objectives are to

• introduce the concept of bearing stiffness anisotropy and
implement this concept in axial-flow hydrostatic micro
gas bearings

• predict the dynamic behavior �critical frequencies, damp-
ing ratio, etc.� and whirl instability limit of this bearing
concept

• characterize the underlying physical mechanisms and the
dynamic behavior of this bearing concept

• quantify the increase in bearing top speed and the relief
in fabrication tolerance requirements due to stiffness an-
isotropy

Fig. 1 Singular behavior of whirl instability limit for ultra-short
hydrostatic micro-gas journal bearings at different levels of ro-
tor unbalance „SEM photo by †8‡…
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• assess and quantify the effects of bearing side-load on
anisotropic bearing dynamic behavior

• delineate design guidelines and implications for gas
bearings with stiffness anisotropy.

The technical approach involves the combination of numerical
simulations, experiment, and simple, first-principles-based model-
ing of the gas bearing flow field and the rotor dynamics.

The paper is organized as follows. First, the novel bearing de-
sign configuration is defined. Next, an existing analytical hydro-
static gas bearing model �6,9� is extended and modified for stiff-
ness anisotropy. A simple description of the whirl instability
threshold with stiffness anisotropy is derived explaining the insta-
bility mechanisms and linking the governing parameters to the
whirl ratio. Then, the increase in achievable bearing top-speed and
the relief in fabrication tolerance requirements due to stiffness
anisotropy are quantified. Numerical simulations of the full non-
linear governing equations are conducted to validate the theory
and the novel bearing concept. Next, the effect of bearing side-
load on the dynamic behavior is investigated. Experimental results
obtained from a microbearing test device are presented and com-
pared to the predicted bearing dynamic behavior. Finally, impor-
tant design implications and guidelines for micro gas journal bear-
ings are discussed and the conclusions are summarized.

Gas Bearing Stiffness Anisotropy
The hydrostatic gas journal bearings of the MIT microdevices

are designed as axially fed bearings. The journal bearing air is fed
from the aft side of the rotor and flows through the journal bearing
gap in the axial direction, as shown in Fig. 1. The ultra-short
journal bearing essentially acts like a short annular seal and gen-
erates hydrostatic stiffness due to the Lomakin effect. These micro
gas bearings yield a damping ratio of two orders of magnitude
smaller but a whirl ratio �the ratio of rotor speed at instability
onset to the critical speed� of one order of magnitude larger com-
pared to their long-bearing counterparts. For a given L /D, this
occurs only for a narrow range of bearing clearance to radius ratio
C /R, which constitutes the singular behavior discussed earlier �for
more details, see �9��.

The goal is to break the symmetry in hydrostatic stiffness with-
out a substantial increase in the hydrodynamic cross-coupled stiff-
ness that gives rise to whirl instability. Since the bearing feed
pressure, and hence the flow rate, govern the hydrostatic

stiffness,1 anisotropy can be introduced by reducing or increasing
the amount of flow through a circumferential sector of the bearing
gap. The simplest configuration is to block the flow through two
circumferential sectors, as depicted in Fig. 3. The two remaining
circumferential sectors are fed with pressurized air from plena
located on the aft side of the rotor. Since the axial clearance gap
between the rotor and the static structure in the blocked region is
small and yields very high flow resistance, the hydrostatic pres-
sure buildup is limited and the hydrostatic stiffness is thus reduced
in these locations. As a consequence, the hydrostatic stiffness in
the X and Y directions are different and anisotropy in journal
bearing stiffness is introduced. Note that the journal and rotor
geometries are still circular and axisymmetric, and that asymme-
try is introduced only in the hydrostatic feed air system �without
the blocked feed regions the journal bearing is axisymmetric and
the hydrostatic stiffness is isotropic�.

Anisotropic Gas Bearing Theory. The dynamic behavior and
whirl instability limit of the micro-gas journal bearing with stiff-
ness anisotropy are analyzed using a previously developed mod-
eling framework �6�. The analytical model consists of two parts, a
fluid dynamic model for axial-flow gas journal bearings and a
rotordynamic model for micro-bearings. The fluid dynamic model
is modified to account for the flow blockage in the blocked sec-
tors, which affects the pressure field acting on the rotor. Integra-
tion of the pressure field and viscous stress field on the rotor
yields the hydrostatic force Fhs, the hydrodynamic force Fhd, and
the damping force Fdp, which, in a stationary coordinate system,
govern the motion of the rotor according to

mẍ = Fx
hs + Fx

hd + Fx
dp + m�2a cos��t�

�1�
mÿ = Fy

hs + Fy
hd + Fy

dp + m�2a sin��t�

The excursions of the geometric center of the rotor in the X and
the Y direction are denoted by x and y, respectively, and the last
term denotes the harmonic forcing at rotor frequency � due to
rotor unbalance a. For low unbalance, the motion can be viewed
linear by and Eq. �1� becomes

1The scaling law for hydrostatic stiffness is �Khs� / �poC�� �L /D��C /R�−2��p / po�.
For a derivation, see �9�.

Fig. 2 Elimination of singular behavior of whirl instability limit
and extension of geometric design space for stable high-speed
operation using bearing stiffness anisotropy in ultra-short hy-
drostatic micro gas journal bearings

Fig. 3 Hydrostatic micro-gas bearing configuration with stiff-
ness anisotropy „dimensions are not to scale…
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mẍ + Kxxx + Kxyy + Cxẋ = O�x2� + O�y2�
�2�

mÿ + Kyyy + Kyxx + Cyẏ = O�x2� + O�y2�

where Kxx, Kyy, Cx, and Cy are the direct-coupled hydrostatic stiff-
ness and damping coefficients in the X and Y direction, respec-
tively. Kxy and Kyx denote the cross-coupled hydrodynamic stiff-
ness coefficients. Note that for an isotropic bearing configuration
the bearing coefficients become in the limit of small eccentricity
�see �9� for details�:

Kxx = Kyy = Khs � 8
RL

C
· �p �3�

Kxy = − Kyx = Khd � �
�RL

C
� L2

2C2 −
R

C
�� �4�

Cx = Cy = Csys � �
�RL3

C3 �5�

Returning to the anisotropic bearing configuration, the dynam-
ics of the linearized equations of motion Eq. �2� can be solved in
the frequency domain using the Laplace transform L :z�t�→Z�s�.
The characteristic equation for the rotordynamic behavior of the
anisotropic journal bearing then yields

m2s4 + m�Cx + Cy�s3 + m��Kxx + Kyy� + CxCy�s2

+ �KxxCy + KyyCx�s + KxxKyy − KxyKyx = 0 �6�

where s= j�N is the Laplace variable and �N is the natural fre-
quency of the oscillation. The hydrodynamic stiffness is propor-
tional to the rotor frequency � such that one can write Khd

=khd� and similarly Kxy =kxy�, and so forth. Setting the real and
imaginary parts of Eq. �6� to zero yields

�N
2 =

KxxCy + KyyCx

m�Cx + Cy�
�7�

and, using the rotor frequency at whirl instability onset �=�w,

�w
2 = −

CxCy

kxykyx
��N

2 +
�Kxx − Kyy�2

�Cx + Cy�2 	 �8�

Equation �7� determines the natural frequency �N of the rotor
system, and Eq. �8� defines the whirl instability limit �w. Note
that, generally, kxy and kyx are of opposite signs2 such that the
right-hand side of Eq. �8� is positive and �w has a real root.

Similar to the case of isotropic bearing stiffness, as discussed in
Spakovszky and Liu �9�, the whirl instability limit depends on the
ratio of the damping coefficients to the cross-coupled hydrody-
namic stiffness. In fact, in the isotropic limit �Eqs. �3�–�5��, the
above equations reduce to the classic whirl ratio result for isotro-
pic bearing configurations

R =
�w

�N
=

Csys

khd �9�

The key difference between the isotropic and anisotropic bearing
cases is the additional term on the right-hand side of Eq. �8�,
�Kxx−Kyy�2 / �Cx+Cy�2, which depends on the difference or asym-
metry of the direct-coupled hydrostatic stiffness in the two or-
thogonal directions X and Y. This term carries the dynamic effect
of anisotropy and constitutes the main mechanism that enhances
the stability margin and increases bearing top speed. For the
micro-gas bearing systems considered, the magnitude of this term
is, generally, two orders of magnitude larger than the first term,
which is related to the isotropic bearing case.

Physical Mechanism and Implications. To investigate the
mechanisms underlying the improved stability margin due to hy-
drostatic stiffness anisotropy, the following simplifications can be
made. Since the second term on the right-hand side of Eq. �8� is
much larger than the first, the latter can be neglected. Further-
more, the asymmetric bearing system can be simplified by con-
sidering anisotropy only in the hydrostatic stiffness while keeping
the hydrodynamic stiffness and damping coefficients isotropic.
Equation �8� then reduces to

�w =

Kxx − Kyy



2khd

�10�

This illustrates that the bearing design should encompass as large
a difference in hydrostatic stiffness between the two orthogonal
directions 
Kxx−Kyy
 as possible while keeping the cross-coupled
hydrodynamic stiffness coefficient khd as low as possible. This can
be achieved by varying the hydrostatic feed air over parts of the
circumference, as outlined in Fig. 3.

The physical mechanism behind the enhanced stability margin
and increased rotor speed at whirl instability onset is demon-
strated next. Figure 4 depicts the hydrostatic and hydrodynamic
forces acting on the rotor for an anisotropic bearing configuration.
Because of anisotropy in hydrostatic stiffness, Kxx�Kyy as shown
above, the hydrostatic force Fhs has a nonzero component in the
tangential direction �. The hydrodynamic force Fhd=khd�	 acts in
the direction perpendicular to the rotor deflection, and the total
destabilizing force in the � direction then becomes

F� = �khd� −
Kxx − Kyy

2
sin�2���	 �11�

Nondimensionalization of the above by the hydrodynamic force
allows one to express the total destabilizing force as a function of
whirl ratio and natural frequency

F�

Fhd = 1 −
Kxx − Kyy

2khd�
sin�2��

= 1 −
R

� �

�N
� sin�2�� �12�

For ultra-short hydrostatic micro-gas journal bearings, the whirl
ratio R is much larger than one �9�. For anisotropic bearing con-
figurations, the whirl ratio becomes even larger �by one to two
orders of magnitude� such that at the rotational speeds of interest
�millions of revolutions per minute�, the circumferential variation

2It can be shown that if kxy and kyx were of the same sign, the resulting root occurs
at even higher frequency and shows a different dynamic behavior that does not
constitute whirl instability.

Fig. 4 Hydrostatic and hydrodynamic bearing forces for a
bearing configuration with anisotropy in hydrostatic stiffness
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in the total destabilizing force becomes sinusoidal. The net desta-
bilizing force over the full circumference then essentially van-
ishes, and as a consequence, the whirl instability limit is shifted to
very high rotational speeds. Put another way, introducing an
asymmetry in hydrostatic stiffness yields a sinusoidally varying
force component in the tangential direction, which, for ultrashort
hydrostatic gas journal bearings, is much larger in magnitude than
the cross-coupled hydrodynamic force. On a net basis, the whirl-
inducing tangential force component vanishes and the stable op-
erating range is extended to very high rotational speeds.

For rotor speeds near the limit of whirl instability ���w, the
magnitude of the sinusoidal variation in tangential force is of or-
der one and the net whirl inducing force becomes positive. This
suggests that, for anisotropic bearing configurations at whirl insta-
bility onset, the rotor tends to forward whirl only. This is in con-
trast to isotropic bearing configurations where both forward and
backward whirl tendency is observed as depicted in Fig. 2.

In summary, although cross-coupled hydrodynamic effects al-
ways induce destabilizing forces �a criterion to minimize this
force was derived in �9��, the whirl-inducing forces can be bal-
anced by asymmetry or anisotropy in direct-coupled hydrostatic
stiffness.

Assessment of Stability Improvement due to Bearing
Anisotropy

The analysis above assumed that the rotor unbalance is negli-
gible and allowed a linearized treatment of the equations of mo-
tion around the equilibrium point x=y=0 as indicated in Eq. �2�.
Generally, there is a certain amount of unbalance of the rotor due
to geometric nonuniformities and etch depth variations such that
the center of mass will be offset from the geometric center of the
rotor. At supercritical speeds, the rotor will spin around the center
of mass and, as a consequence, the fluid forces in the journal gap
will vary with time as the rotor precesses in the journal. In addi-
tion, if the journal bearing supply pressures of the two feed plena
are different, the rotor will experience a side-load and the journal
bearing clearance will decrease on one side, introducing nonlinear
behavior of the bearing fluid forces at larger eccentricities.

Since both rotor unbalance and rotor side-load introduce non-
linear effects and thus affect the whirl instability limit, the full
nonlinear set Eq. �1� must be solved. A numerical solution scheme
was set up to directly solve the nonlinear unsteady equations of
motion. As such, for a selected rotational speed and bearing pres-
sure supply and a fixed level of rotor unbalance and side-load, the
nonlinear hydrostatic, hydrodynamic, and damping forces are cal-
culated for every time step according to the rotor position and
velocity. The time trend of the orbit of the center of the rotor is
then analyzed and permits the determination of whether the sys-
tem is dynamically stable or unstable at the given rotor speed and
selected bearing supply pressure.

Figure 5 depicts the whirl ratio R as a function of clearance to
radius ratio C /R for a fixed L /D 
 0.07, a fixed bearing supply
pressure �p / po=0.34, and for different levels of rotor unbalance
a marked by the solid, dashed, and dotted lines. The rotor unbal-
ance is nondimensionalized by the nominal bearing clearance Co
=13 �m, and calculations are conducted for both an anisotropic
�Kxx�Kyy� and an isotropic �Kxx=Kyy� bearing configuration. In
the anisotropic case the bearing pressure in the two supply plena,
each covering 110 deg of the circumference, are at all times kept
the same to avoid rotor side-load.

The results indicate that, even with significant amounts of rotor
unbalance, the whirl ratios are much higher compared to the iso-
tropic case. Furthermore, the singular behavior in whirl instability
limit3 vanishes in the anisotropic case �forward whirl tendency

branch only� such that the journal bearing top speed is increased
and the stringent tolerance requirements are relieved.

In addition to the numerical simulations, the simplified, linear-
ized analysis for bearing anisotropy is carried out for the same
bearing conditions assuming zero rotor unbalance. The analytical
results for the whirl instability limit are plotted as circles in Fig. 5.
The results show that the analytical solution compares well to the
numerical simulation for zero rotor unbalance �solid line� and thus
validates the simplified approach for low rotor unbalance.

Furthermore, the simulation results suggest that the optimum
circumferential extent of the bearing feed plena for a maximum
extension of stable operating range is in the vicinity of �
=110 deg. Figure 6 compares the isotropic bearing performance to
the one of an optimized anisotropic bearing design. Both cases
have the same geometric bearing characteristics R=2.1 mm, C
=13 �m, and L=300 �m. The effect of hydrostatic stiffness an-
isotropy greatly enhances the stable operating range �i.e., at a
bearing supply pressure of �p=5 psig, the bearing top-speed of

3The vertical dashed line indicates the simple whirl instability criterion for iso-
tropic bearing configurations, C /R=2�L /D�2, established in �9�.

Fig. 5 Whirl ratio for isotropic and anisotropic bearing con-
figurations as a function of C /R and different levels of unbal-
ance a /Co. Anisotropic case: numerical solution result „solid
line… compared to simple analytical solution „circles….

Fig. 6 Stable operating range extension using bearing stiff-
ness anisotropy
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500,000 rpm in the isotropic case is increased to a maximum
stable rotor speed of 2.4 �106 rpm using the anisotropic bearing
configuration sketched in Fig. 3�.

Effect of Rotor Side-Load on Bearing Dynamic
Behavior

The mechanical design of the simplest anisotropic bearing con-
figuration consists of two separate bearing air supply plena and
feed systems. This design inherently offers the possibility to im-
pose a side-load on the rotor by feeding the two plena at different
supply pressures. As a consequence, the rotor will be shifted to
one side and the dynamic behavior will be altered due to the
increased eccentricity. The effect of rotor side-load on the whirl
instability limit is assessed next using the numerical solution of
the nonlinear, unsteady equations of motions.

In Fig. 7, the limit rotor speed at whirl instability onset is
shown as a function of rotor side-load �the difference in supply
pressure between the two opposite feed plena� for three levels of
rotor unbalance �marked by the solid, dashed, and dotted lines�.
The results reveal that the effect of rotor side-load dramatically
decreases the bearing top speed. This behavior and the underlying
mechanisms are investigated next.

As mentioned earlier, the asymmetry in feed pressure between
the two bearing air supply plena pushes the rotor toward the lower
supply pressure side and, thus, the equilibrium point of the rotor is
no longer at the center of the journal. For higher rotor side-loads,
the eccentricity of the rotor relative to the journal will increase
and the hydrodynamic pumping effect will yield a larger hydro-
dynamic force. The hydrodynamic force can be written as �6�

Fhd =
�

2
�

RL3

C2 �
	

�1 − 	2�1.5 − 2��
R2L

C
�

1 − �1 − 	2

	�1 − 	2
�13�

Thus, the hydrodynamic stiffness Khd=�Fhd /�	 will nonlinearly
increase with eccentricity. The rotor speed corrected hydrody-
namic stiffness khd=Khd /� is nondimensionalized by its value at
zero eccentricity and plotted in Fig. 8 as the solid line.

Since, on time average, an increased eccentricity yields a re-
duced flow resistance through the bearing gap, the level of aniso-
tropy in hydrostatic stiffness 
Kxx−Kyy
 will decrease with rotor
side-load in contrast to the increase in hydrodynamic stiffness.
This decrease in stiffness anisotropy with eccentricity is plotted as
the dashed line in Fig. 8. To first order, the rotor speed at whirl
instability onset is the ratio of hydrostatic stiffness anisotropy to

the hydrodynamic stiffness as given in Eq. �10�, and therefore, the
whirl instability limit must decrease nonlinearly with eccentricity.
This behavior and the effect of rotor side-load on bearing top
speed is clearly captured in Fig. 7. It is important to note that the
level of anisotropy in hydrostatic stiffness 
Kxx−Kyy
 and the mag-
nitude of hydrodynamic stiffness khd constitute two competing
effects in the dynamic behavior of the gas bearing system: the
former stabilizes, while the latter destabilizes the system. Rotor
side-load detrimentally impacts both effects in the light of whirl
instability.

Experimental Validation of Anisotropic Gas Bearing
Theory

Experiments were conducted in the MIT micro-bearing devices,
and the hydrostatic gas-journal bearing configuration with stiff-
ness anisotropy was tested. It has to be pointed out that it is
difficult and not very practical to experimentally determine the
rotor speed at whirl instability onset for the following reasons: �i�
a failure at high-speed destroys the device and the experiment
cannot be repeated on the same device, �ii� the number of micro-
fabricated devices is limited and can involve significant variations
between different devices, and �iii� a device can fail due to other
phenomena that are not related to whirl instability �i.e., thrust
bearing resonance, thrust balance issues, and effects of conical
modes; these effects are investigated in �17��. Thus, an alternate
approach is suggested to validate the theory of hydrostatic stiff-
ness anisotropy and its impact on the whirl instability limit. Since
the micro-bearing design with stiffness anisotropy yields different
stiffness in the two orthogonal directions, the rotordynamic sys-
tem will exhibit two distinct natural frequencies associated with
the two orthogonal directions. The natural frequencies of the
micro-device can be measured using fiber-optic sensors and pres-
sure transducers, and can be determined using system identifica-
tion schemes as discussed in �6�.

Thus, the experimentally determined natural frequencies of the
microdevices are compared to the model predictions using aniso-
tropic gas bearing theory. The experimentally measured first and
second natural frequencies of a microdevice are plotted in Fig. 9
as open circles and solid squares. The model prediction of the
natural frequencies for this device are also plotted and marked as
the dashed and solid lines, respectively. The results show that the
experimentally measured natural frequencies match the predic-
tions well. It can thus be conjectured that the anisotropy in bearing
stiffness was successfully implemented in the bearing design and
that the theory is partially validated.

In addition, multiple sets of microdevices were tested at high-
speed. To date, the maximum achieved speed ranges between 1.1

Fig. 7 Effect of rotor side-load on whirl instability limit of an
anisotropic bearing configuration

Fig. 8 Effect of eccentricity due to rotor side-load on hydro-
static stiffness anisotropy �Kxx−Kyy� and hydrodynamic stiff-
ness khd
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and 1.3�106 rpm, at bearing pressure settings of �p=5 psig. Ac-
cording to the predictions for zero unbalance and no rotor side-
load given in Fig. 6, the devices should have been able to reach a
rotor top speed of order 2�106 rpm. Considering effects of rotor
unbalance and side-load, the bearing top speed is reduced as dis-
cussed in Fig. 7. In reality, an average device will have a rotor
unbalance of 2 �m. In addition, it is very likely that there is a
rotor side-load because of imperfections and asymmetries in the
air feed system and piping to the plena inside and outside the test
device. It is estimated from measurements that the pressure differ-
ence between the two bearing feed plena is of the order of 1 psig.
Referring to Fig. 7, the maximum predicted speed for an unbal-
ance of 2 �m and a rotor side-load of 1 psig is in the vicinity
of 1.2�106 rpm. This is near the experimentally determined
maximum bearing speed range for devices with bearing aniso-
tropy �marked by the shaded area�.

Design Implications and Guidelines
Given the insight gained from the anisotropic gas bearing

theory and the experimental results, the following bearing design
implications are established:

1. In order to improve the dynamic behavior and to increase
the whirl ratio, the difference in hydrostatic stiffness in the
two orthogonal directions �anisotropy� should be maxi-
mized. This can be achieved �while maintaining adequate
levels of average stiffness� by supplying hydrostatic feed air
at different pressures over parts of the journal circumfer-
ence.

2. The optimum circumferential extent over which bearing air
is supplied should be determined to maximize the effect of
hydrostatic stiffness anisotropy. In general, each of the two
feed plena at the higher supply pressure should cover about
one-third �that is, 110 deg� of the circumference.

3. In addition, the hydrodynamic stiffness of the journal bear-
ing should be minimized. For a given bearing L /D, this can
be done using the criteria established for isotropic bearing
configurations by adjusting the clearance to radius ratio ac-
cording to C /R�2�L /D�2.

4. The mechanical design of the bearing air supply system and
piping should be kept bisymmetric, and the pressure losses
in the opposite feed systems should be matched to avoid any
rotor side-load.

5. In general, as for any rotordynamic design, rotor unbalance
should be kept low. However, anisotropic bearing designs

enable a relief in fabrication tolerance requirements and a
relaxation in rotor balancing constraints compared to their
isotropic counterparts.

Summary and Conclusions
A novel axial-flow hydrostatic micro gas bearing concept was

introduced that yields anisotropy in bearing stiffness. By breaking
symmetry in hydrostatic stiffness, the bearing design increases
bearing top speed and relieves fabrication tolerance requirements.
This enables stable high-speed bearing operation and extends the
bearing operating range.

Anisotropy in hydrostatic stiffness is achieved by blocking the
bearing supply air over two circumferential sectors located oppo-
site to each other. The two remaining circumferential sectors are
fed with pressurized air from plena located on the aft side of the
rotor. As a consequence, a difference in hydrostatic stiffness in the
two orthogonal directions is introduced without substantially al-
tering the cross-coupled hydrodynamic stiffness.

The anisotropic bearing configuration was investigated using a
combination of numerical simulations, experiment, and simple,
first-principles-based modeling of the gas bearing flow field and
the rotordynamics. A simple description of the whirl instability
threshold with stiffness anisotropy was derived explaining the in-
stability mechanisms and linking the governing parameters to the
whirl instability limit. The rotor speed at whirl instability onset is
governed by the difference in hydrostatic stiffness in the two or-
thogonal directions �anisotropy� and the cross-coupled hydrody-
namic stiffness. Although cross-coupled hydrodynamic forces al-
ways destabilize the system, the asymmetry in hydrostatic force
due to anisotropy can balance the whirl inducing force. This en-
ables a significantly increased whirl instability limit and, thus,
higher bearing top speed. Furthermore, the fabrication tolerance
requirements are relieved due to the altered gas bearing dynamic
behavior.

An existing analytical hydrostatic gas bearing model �6� was
extended and modified to account for stiffness anisotropy. Nu-
merical simulations of the full nonlinear governing equations were
conducted to validate the theory and to assess the performance of
the novel bearing concept. The results show that the stable oper-
ating range can be extended and the bearing top speed can be
increased by about a factor of 5 compared to an isotropic bearing
configuration.

The effects of rotor unbalance and side-load in anisotropic bear-
ing systems were investigated. It was found that both effects can
decrease the whirl instability limit to lower speeds. Rotor unbal-
ance alone has less of an effect, and the bearing dynamic behavior
is robust to fabrication uncertainties. Rotor side-load detrimentally
impacts both the difference in hydrostatic stiffness and the hydro-
dynamic stiffness such that the rotor speed at whirl instability
onset is reduced.

Experimental results obtained from micro-bearing test devices
were presented and the measured natural frequencies in the pres-
ence of bearing anisotropy showed good agreement with the
model predictions. At the time of this paper, bearing top speeds
between 1.1 and 1.3�106 rpm were achieved experimentally,
which is corroborated by the theory limiting the stable operating
range to the order of 1.2�106 rpm due to the effects of rotor
unbalance and side-load.

Finally, using the anisotropic gas bearing theory and experi-
mental results, design implications and guidelines for micro gas
journal bearings with stiffness anisotropy were established.

Acknowledgment
The authors would like to thank Dr. F. Ehrich for the very

useful comments and insightful discussions, Dr. S. Jacobson and
C. J. Teo for testing the microbearing devices, and Dr. H. Li for
his invaluable help and insight on microfabrication issues. This
research was sponsored by DARPA and the U.S. Army Research
Laboratory under the Collaborative Technology Alliance Program.

Fig. 9 Experimental verification of natural frequencies in an
anisotropic bearing configuration. Measurements are marked
by symbols „data by †18‡…, and the predictions using aniso-
tropic gas bearing theory are marked by lines
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Nomenclature
a 
 rotor unbalance
� 
 circumferential extent of feed plena
C 
 journal bearing clearance, damping coefficient
D 
 bearing diameter
	 
 eccentricity
F 
 fluid force on rotor

Kxx 
 direct-coupled hydrostatic stiffness coefficient
Kxy 
 cross-coupled hydrodynamic stiffness

coefficient
k 
 rotor-speed-corrected stiffness coefficient K /�
L 
 bearing length
m 
 rotor mass
� 
 viscosity

� ,�N 
 rotor frequency, natural frequency
�w 
 rotor frequency at whirl instability onset

�p , po 
 bearing supply pressure, ambient pressure
R ,R 
 bearing radius, whirl ratio �w /�N

s= j� 
 Laplace variable
� 
 circumferential angle

x ,y 
 rotor deflections in X and Y directions
X ,Y 
 stationary coordinate system

� �hs , � �hd 
 hydrostatic, hydrodynamic
� �dp , � �sys 
 damping, system damping

� �o 
 nominal
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A Bulk Flow Model for
Off-Centered Honeycomb Gas
Seals
A computational analysis for prediction of the static and dynamic forced performance of
gas honeycomb seals at off-centered rotor conditions follows. The bulk-flow analysis,
similar to the two-control volume flow model of Kleynhans and Childs (1997, “The
Acoustic Influence of Cell Depth on the Rotordynamic Characteristics of Smooth-Rotor/
Honeycomb-Stator Annular Gas Seals,” ASME J. Eng. Gas Turbines Power, 119, pp.
949–957), is brought without loss of generality into a single-control volume model, thus
simplifying the computational process. The formulation accommodates the honeycomb
effective cell depth, and existing software for annular pressure seals and is easily up-
graded for damper seal analysis. An analytical perturbation method for derivation of
zeroth- and first-order flow fields renders the seal equilibrium response and frequency-
dependent dynamic force impedances, respectively. Numerical predictions for a centered
straight-bore honeycomb gas seal shows good agreement with experimentally identified
impedances, hence validating the model and confirming the paramount influence of ex-
citation frequency on the rotordynamic force coefficients of honeycomb seals. The effect
of rotor eccentricity on the static and dynamic forced response of a smooth annular seal
and a honeycomb seal is evaluated for characteristic pressure differentials and rotor
speeds. Leakage for the two seal types increases slightly as the rotor eccentricity in-
creases. Rotor off-centering has a pronounced nonlinear effect on the predicted (and
experimentally verified) dynamic force coefficients for smooth seals. However, in honey-
comb gas seals, even large rotor center excursions do not sensibly affect the effective
local film thickness, maintaining the flow azimuthal symmetry. The current model and
predictions thus increase confidence in honeycomb seal design, operating performance,
and reliability in actual applications. �DOI: 10.1115/1.2227031�

Introduction
Interstage seals and balance piston seals are of importance in

the rotordynamics of high performance turbomachinery. Field
practice and laboratory experimentation show that annular damp-
ing gas seals �roughened stator/smooth rotor� offer more effective
damping and reduced leakage than smooth-surface seals or laby-
rinth seals. Von Pragenau �1� first proposed to reduce cross-
coupled forces with deliberately roughened stator surfaces and
discussed the advantages of damping seals over smooth-surface
annular and labyrinth seals. The superior rotordynamic perfor-
mance of damping gas seals with low-cross coupled forces is de-
rived from the reduction of circumferential flow and properly
tuned fluid compressibility effects. The engineered seal design
offers either high direct stiffness or high damping force coeffi-
cients at rotor frequencies of interest, such as, when traversing
critical speeds. Thus, honeycomb stator/smooth rotor annular seals
are currently employed to eliminate or reduce potential instabili-
ties in centrifugal compressors and steam turbines.

Childs, Elrod, and Hale �2� present test results for leakage and
rotordynamic coefficients for seven honeycomb seals. The rotor-
dynamic coefficients show a considerable sensitivity to changes in
honeycomb cell dimensions. Comparisons to labyrinth and
smooth annular seals show the honeycomb seals to have the low-
est leakages and improved rotordynamic stability, in particular for
conditions of positive inlet fluid preswirl. Ha and Childs �3� mea-
sured tester friction factors in a flat plate for honeycomb surfaces
and found optimum geometries as a function of cell width to

depth and clearance to cell width ratios. Dawson, Childs, and Holt
�4�, and Dawson and Childs �5� present measurements of leakage
and frequency dependent force impedances for smooth and hon-
eycomb straight-bore and convergent tapered-bore annular gas
seals. In general, the honeycomb seals demonstrate superior leak-
age control, substantially more direct stiffness, notably less desta-
bilizing cross-coupled stiffness, and relatively less damping than
smooth straight-bore annular seals. Most importantly, experimen-
tally derived honeycomb seal impedance coefficients are strongly
influenced by frequency, as opposed to those found in smooth
surface annular seals.

Despite the favorable field experience with honeycomb seals,
past efforts to develop accurate predictive analyses proved unsuc-
cessful, mainly because of the inadequacy of the usual frequency-
independent models for the seal reaction forces. Kleynhans and
Childs �6� first forwarded a two-control-volume bulk-flow analy-
sis for honeycomb seals and used the Blasius’ friction factor co-
efficients to introduce the concept of effective cell depth, and
predicted frequency-dependent stiffness and damping coefficients
at the rotor centered position. The analysis, verified by extensive
experimental evidence, was comprised of a conventional flow-
through control volume coupled to a radial-flow only control vol-
ume representing the honeycomb cell, as illustrated in Fig. 1.

The deep control volume representing a honeycomb cell drops
the effective acoustic velocity of the gas passing through the seal
into the frequency range of interest for rotordynamics. At the rotor
centered position, the Kleynhans and Childs’ analysis introduced a
general transfer function model of the form

− �FX�j��
FY�j�� � = � D�j�� E�j��

− E�j�� D�j�� ��X�j��
Y�j�� � �1�

where D�j�� and E�j�� are direct and cross-coupled impedance
functions, respectively. Correspondingly, frequency-dependent
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stiffness and damping coefficients are derived from the imped-
ances real and imaginary components, i.e.,

D�j�� = K��� + j� · C��� �2�
and

E�j�� = k��� + j� · c��� �3�
Predictions from Kleynhans and Childs bulk-flow analysis

agree well with measurements of leakage and dynamic imped-
ances in centered honeycomb gas seals �4–7�, and demonstrate the
large effect of fluid compressibility and cell-depth and -volume on
the generation of frequency-dependent dynamic force coefficients.

Presently, experimental and predictive computational efforts in-
tend to extend and demonstrate the effectiveness of damping seals
for off-centered rotor operation. Li, Kushner, and DeChoudhury
�8� first show experimentally that leakage and effective force co-
efficients could be sensitive to the honeycomb seal eccentricity.
The test results are derived from simple imbalance response mea-
surements and used rudimentary identification techniques with no
specified repeatability or uncertainty.

The current paper presents a computational analysis for predic-
tion of the static and dynamic forced performance of gas honey-
comb seals at eccentric rotor conditions. The bulk-flow analysis,
similar to the two-control volume flow model of Kleynhans and
Childs �6�, is brought without loss of generality into a single-
control volume model, thus simplifying the computational pro-
cess. An analytical perturbation method for small amplitude rotor
excursions about an off-centered position renders zeroth-order and
first-order flow fields, which determine the seal leakage and
frequency-dependent force impedances, respectively. The isother-
mal bulk-flow transport equations with Moody’s friction factors
are solved numerically using an efficient CFD algorithm.

Analysis
Figure 1 depicts the geometry of a honeycomb seal. The flow is

confined to the annular region between an inner rotating shaft and
a honeycomb stator. Large turbulence levels due to high axial
pressure drops and high rotor speeds characterize the fluid flow
across the seal. Furthermore, due to fluid inertia, pressure drops

occur at the seal entrance and exit planes. The analysis regards the
fluid as barotropic �isothermal ideal gas�, and for simplicity, ne-
glects energy transport considerations.

The Basic Equations. Kleynhans �7� models the gas bulk-flow
using two control volumes, one for the flow through the annular
region with small clearance �H�, and a second one which connects
the main flow to the deep honeycomb cell through a radial veloc-
ity �V�. The governing bulk-flow equations are as follows:

Continuity and momentum transport for annular gap flow (con-
trol volume A)

�

�t
��H� +

�

�x
��UH� +

�

�z
��WH� + �V = 0 �4�

− H
�P

�z
= �z + �WV +

�

�t
��WH� +

�

�x
��UWH� +

�

�z
��W2H� �5�

− H
�P

�x
= �x + �UV +

�

�t
��UH� +

�

�x
��U2H� +

�

�z
��UWH� �6�

Continuity equation for honeycomb cell flow (control volume B)

�V = Hd
��

�t
�7�

No momentum exchange is considered within the cell volume. In
turbulent flows, the wall shear stress differences ��z and �x� are
expressed in terms of the mean flow components through turbu-
lence shear parameters �see Nomenclature�.

Note that the effective honeycomb cell depth �Hd�H� is con-
stant. Substituting �7� into Eqs. �4�–�6� eliminates the radial ve-
locity �V�, and renders the following single set of simpler bulk-
flow equations:

�

�t
���H + Hd�� +

�

�x
��UH� +

�

�z
��WH� = 0 �8�

− H
�P

�z
=

�

H
�kzW� + � �

�t
��WH� + W

�

�t
��Hd� +

�

�x
��UWH�

+
�

�z
��W2H�� �9�

− H
�P

�x
=

�

H
	kxU − kr

R�

2

 + � �

�t
��UH� + U

�

�t
��Hd� +

�

�x
��U2H�

+
�

�z
��UWH�� �10�

The turbulent shear parameters �kz ,kx ,kr� are local functions of
the friction factors �fr and fs� relative to the rotor and stator sur-
faces. Presently, Moody’s friction factor formulas are used for
simplicity, albeit other relationships, such as Blasius’, could be
easily implemented.

Note that Eqs. �8�–�10� are similar to those forwarded for vari-
able fluid properties annular seals �9�, except that the effective
honeycomb cell depth �Hd� introduces additional temporal varia-
tions affecting the dynamics of the bulk flow. The equations show
that the honeycomb cell depth has an effect only for a compress-
ible fluid.

Presently, the fluid properties are general functions of the local
pressure and a mean temperature �T*� uniform within the flow
region, i.e.,

� = ��P,T*�; � = ��P,T*� �11�
The boundary conditions for the bulk-flow velocity and pres-

sure fields on the closure of the flow region are:

�a� The pressure and velocity fields are continuous and
single-valued in the circumferential direction �x�.

Fig. 1 Honeycomb annular seal and rotating shaft—Two con-
trol volume model
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�b� The local acceleration of fluid from relatively stagnant
conditions at the upstream seal region to a high velocity
at the seal inlet causes a sudden pressure drop, and mod-
eled by a simple Bernoulli equation,

Pi = �P�z=0 = PS +
�

2
�1 + ���W2�z=0 �12�

�c� Additionally, depending on upstream conditions, the en-
trance circumferential velocity into the seal is

�U�z=0 = �R� �13�

where � is a preswirl factor.
�d� At the seal exit plane, z=L, an end restriction coefficient

models additional pressure losses �10�:

Pe = �P�z=L = PD +
�

2
CS�W2�z=L �14�

Perturbation Analysis, Dimensionless Equations, Leakage,
and Dynamic Force Coefficients. At steady-state conditions, the
rotor center coordinates are �eX0 ,eY0� relative to the seal stator
center. Superimposed on this static equilibrium position, the rotor
describes closed motions of frequency ��� and small amplitudes,
�	eX� and �	eY�. The film thickness �H� is given by the real part
of

H = H0 + ej�t�	eX cos 
 + 	eY sin 
� = h · c*;

H0 = c* + eX0 cos 
 + eY0 sin 
 �15�
For small amplitude rotor motions, velocity, and pressure fields,

as well as fluid properties and shear coefficients are expressed as
the sum of a zeroth-order and first-order complex fields, describ-
ing the equilibrium condition and the perturbed motions, i.e.

� = �0 + ej�t�	eX�X + 	eY�Y� �16�

with �= �P ,U ,W ,kx ,kz , . . . .
Substitution of the flow variables �16� into the governing Eqs.

�8�–�10� and boundary conditions �12�–�14� yields the differential
equations for the zeroth- and first-order flow fields. The zeroth-
order equations are identical to the ones derived by San Andrés
�9�. That is, the honeycomb cell depth �Hd� does not affect di-
rectly the equilibrium flow equations, although it largely influ-
ences the friction factors. The Appendix lists the first-order flow
equations accounting for the effective honeycomb cell depth �Hd�.

San Andrés �9� details the finite volume CFD method imple-
mented to solve the nonlinear partial differential equations gov-
erning the flow. The procedure follows the scheme advanced by
Launder and Leschziner �11� with the SIMPLE Consistent algo-
rithm of Van Doormal and Raithby �12� to accelerate convergence.
The algorithm does account for fluid density corrections to insure
fast and accurate solutions at arbitrary excitation frequencies.

The zeroth-order solution determines the steady-state pressure
and velocity fields. The seal mass flow rate or leakage �Q� is

Q =
�*c*3	P

�* �
0

2�

���̄wh�0�z̄=L/Rdx̄ �17�

The perturbation analysis renders the seal static and dynamic re-
action forces as

− �FX�j��
FY�j�� � = − �FX0

FY0
� + �D�j�� E�j��

G�j�� F�j�� ��X�j��
Y�j�� � �18�

where integration of the complex first-order pressure fields over
the rotor surface gives the direct �D ,F� and cross-coupled �E ,G�
force impedances,

D = 	P
R2

c*�
0

L/R�
0

2�

pXhXdx̄ dz̄ E = 	P
R2

c*�
0

L/R�
0

2�

pYhXdx̄ dz̄

F = 	P
R2

c*�
0

L/R�
0

2�

pYhYdx̄ dz̄ G = 	P
R2

c*�
0

L/R�
0

2�

pXhYdx̄ dz̄

�19�

with hX=cos 
 and hY =sin 
. The real part of the first-order pres-
sure fields gives rise to the dynamic stiffness coefficients, while its
imaginary part renders the damping coefficients, i.e.

D�j�� = KXX��� + j� · CXX��� E�j�� = KXY��� + j� · CXY���

F�j�� = KYY��� + j� · CYY��� G�j�� = KYX��� + j� · CYX���
�20�

Note that for concentric rotor position �eX0=eY0=0�, D=F and
E=−G.

Comparison of Current Model Predictions to Experimental
Data for Centered Rotor Condition. To test the validity of the
analysis, comparisons follow with experimental data reported by
Dawson and Childs �5� and predictions using Kleynhans’ model
�6�. Table 1 lists the geometry parameters and operating condi-
tions for a straight-bore honeycomb gas �air� seal �medium-speed
�MS�, medium-pressure �MP�, 50% pressure ratio�. The seal clear-
ance is 0.19 mm, and the honeycomb cell depth and width are
3.1 mm and 0.79 mm, respectively, resulting into an effective cell
depth �Hd� of 2.2 mm. The ratio of the total honeycomb cell vol-
ume to the seal surface area defines the effective depth.

In general, the leakage flow rate predictions conform well to the
measured leakage rates. Both Kleynhans model1 and the present
one overpredict the measured seal leakage flow rate by 10%
maximum.

As per the evaluation of the frequency-dependent rotordynamic
coefficients, Fig. 2 shows the measured and predicted real and
imaginary parts of the direct �D� and cross-coupled �E� imped-
ances versus excitation frequency. Note that the uncertainty of the
dynamic impedances measurements is about 0.15 MN/m �4,5�.

Experimental values and predictions show the large influence of
the excitation frequency on the rotordynamic coefficients. Both
models give good qualitative trends for the dynamic force imped-
ances with respect to the excitation frequency over the range con-

1The empirical values for the Blasius’ rotor and stator friction coefficient param-
eters used in Kleynhans’ model are nr=0.0586, mr=−0.2170, ns=0.0785, and ms=
−0.1101 respectively.

Table 1 Test straight-bore honeycomb seal: geometry and op-
erating conditions. Fluid: Air.

Parameter Magnitude

Diameter, D 114.3 mm
Length, L 85.7 mm
Radial clearance, c* 0.19 mm
Effective cell depth, Hd 2.20 mm
Rotor speed 15,200 rpm �medium�
Supply pressure, PS 12.1105 Pa �medium�
Discharge pressure, PD 6.05105 Pa

�50% pressure ratio, PD / PS�
Inlet Temperature, T* 302.4 K
Gas supply density, �S 13.94 kg/m3

Gas discharge density, �D 6.97 kg/m3

Gas viscosity, � 18.5710−6 N s/m2

Relative surface roughness, r̄ Rotor: 0.001 �smooth�
Stator: 0.4 �honeycomb�

Moody’s friction parameters aM =0.001375, bM =5105

eM =0.333
Entrance loss coefficient �=0
Exit discharge seal coefficient CS=0
Inlet preswirl ratio �=0
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sidered. The real part of the direct impedance �D� increases rap-
idly with frequency, while the real part of the cross-coupled
impedance �E� appears to decrease linearly. Both models predict
maximum and minimum values for the imaginary parts of the
direct �D� and cross-coupled �E� impedances, respectively. The
present analysis provides slightly better quantitative correlations
with the experimental data than Kleynhan’s model. On average,
the relative difference between the current predictions and the
experimental values is 15% for the real part of the direct �D�
impedance, 10% for the real part of the cross-coupled �E� imped-
ance, and 10% for the imaginary part of the direct �D� impedance.
Comparisons to other test operating conditions given in �5� lead to
similar conclusions, and not shown here for brevity.

Effect of Rotor Eccentricity on the Dynamic Forced Perfor-
mance of Honeycomb Gas Seals. The prior analysis �5,6� pre-
dicts honeycomb seal performance at a rotor centered position.
The present analysis allows prediction of the static and dynamic
forced performance of gas honeycomb seals at off-centered rotor
conditions, including shaft misalignment and dynamic moment
coefficients �not reported for brevity�. In the absence of published
experimental data2 for off-centered honeycomb gas seals, numeri-
cal predictions to determine the effect of rotor eccentricity on the
forced response of honeycomb gas seals follow.

Table 1 lists the characteristics of the straight-bore smooth

rotor/honeycomb stator seal considered. Table 2 details the oper-
ating conditions for which predictions ensue. The notation MSMP
corresponds to a medium rotor speed and medium supply pressure
configuration, for example.

Comparisons of leakage and frequency-dependent dynamic

2Weatherwax �15� presents honeycomb seal test results for increasing rotor eccen-
tricities with comparisons to predictions from the present model.

Table 2 Operating conditions for honeycomb seal at 50%
pressure ratio „PD /PS=0.50…

Configuration
Rotor speed

�rpm�
Synchronous

frequency �Hz�

LS Low Speed 10,200 170
MS Medium Speed 15,200 253
HS High Speed 20,200 337

Configuration Supply pressure
�bar�

Discharge
pressure �bar�

LP Low Pressure 6.9 3.45
MP Medium Pressure 12.1 6.05
H
P

High Pressure 17.2 8.60

Configuration Supply density
�kg/m3�

Discharge
density �kg/m3�

LP Low Pressure 8.0 4.0
MP Medium Pressure 13.9 7.0
HP High Pressure 19.8 9.9

Fig. 2 Measured and predicted „real and imaginary parts… dynamic impedances „D… and „E… for a honeycomb seal versus
excitation frequency. Medium speed/medium pressure „PD /PS=0.50…, rotor centered condition „�=0….
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force coefficients are made for predictions to a similar smooth
rotor/smooth stator seal configuration �identical radial clearance,
length and diameter, and operating conditions�. Predictions follow
for eccentricity ratios �X0=�=0.0, 0.1, 0.3, and 0.5, while �Y0
=0.0. Percentile variations refer to parameters evaluated at the
centered condition ��=0�.

Leakage. Figure 3 shows evidence of one of the advantages of
honeycomb seals over smooth seals, namely smaller leakages. The
reduction in flow rate is due to the higher relative roughness of the
honeycomb stator surface. For both smooth and honeycomb seals
the leakage increases slightly when increasing the eccentricity ra-
tio �5% difference for an eccentricity ratio of 0.5�. Yang, San
Andrés, and Childs �13� predict the same trend for smooth annular
gas seals, and compare well with test data for water annular seals
�14�.

Dynamic Direct Stiffness Coefficients. Figure 4 illustrates the
influence of excitation frequency, for increasing rotor eccentrici-
ties, on the dynamic direct stiffness coefficient KXX=Re�D� of
both seals. The effect is more pronounced for the honeycomb seal.
For different operating conditions, the impact of eccentricity on
the direct stiffness is reduced as the excitation frequency in-
creases. Further predictions not presented for brevity, show that
except for the low pressure condition, rotor eccentricity does not

have a large influence on the direct stiffness coefficients �KXX� and
�KYY�, for both seals �15% difference at �=0.5 for the honeycomb
seal�. Note that at high frequencies, honeycomb seals render larger
direct stiffnesses. Rotor eccentricity sensibly affects the smooth
seal direct stiffness coefficients for the medium and high pressure
cases �maximum 75% difference for 50% eccentricity ratio in the
HSHP configuration at 700 Hz�. However, current bulk flow mod-
els usually tend to underpredict the effect of rotor eccentricity on
�liquid� smooth seal forced performance �14�.

Figure 5 presents both direct stiffness coefficients �KXX and
KYY� versus excitation frequency at an eccentricity ratio ��� of
50% for the LSLP configuration. The predictions show again that
for honeycomb seals, unlike in smooth seals, the influence of rotor
eccentricity is small.

Dynamic Cross-Coupled Stiffness Coefficients. Off-centered
honeycomb seal cross-coupled stiffness coefficients �KXY =Re�E�
and KYX=Re�G�� depend sensibly on the excitation frequency, as
illustrated in Fig. 6 for KXY. Similar trends follow for KYX. How-
ever, except at very low frequencies, the higher the eccentricity
ratio, the smaller the cross-coupled stiffness coefficient �20% dif-
ference for �=0.5�. However, note that for the smooth seal, the
cross-coupled stiffness increases rapidly with frequency �40%

Fig. 3 Leakage „Q… predictions versus rotor speed/supply pressure for
smooth and honeycomb gas seals „PD /PS=0.50…, rotor eccentricity ratio „eX /c*

…

increases

Fig. 4 Dynamic direct stiffness coefficient KXX=Re„D… versus excitation frequency for smooth and honeycomb seals
„PD /PS=0.50… as a function of rotor eccentricity „eX /c*

…—LSLP, MSMP, and HSHP configurations
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larger for 50% eccentricity ratio�. Figure 6 also emphasizes the
main advantage of honeycomb seals over smooth seals, i.e., re-
duced cross-coupled effects and better stability characteristics.

Figure 7 presents the cross-coupled stiffness coefficients
�KXY ,−KYX� versus frequency at eccentricity ratio ��� equal to 0.5
for the LSLP configuration. The predictions show the honeycomb
seal coefficient asymmetry to decrease as the excitation frequency
increases. The larger smooth seal cross-coupled stiffness coeffi-
cients are apparent over the whole frequency range.

Dynamic Direct Damping Coefficients. For the honeycomb
seal, rotor eccentricity does not have a noteworthy influence on
the coefficients, �CXX=Im�D� and �CYY =Im�F�, as shown in Fig.
8 for �CXX, with at most a 10% difference for an eccentricity ratio
of 0.5. On the other hand, for the smooth seal, a 50% rotor eccen-
tricity increases by 20% the magnitude of the direct damping co-
efficients. Also note that the honeycomb seal renders less direct
damping than the smooth seal, whose direct damping coefficient
�CXX� is nearly constant over the frequency range displayed �i.e.,
linear variation of �CXX with respect to ��. The other direct
damping coefficient ��CYY� shows similar features.

Figure 9 presents both direct coefficients ��CXX ,�CYY� versus
excitation frequency ��=0.5� for the LSLP configuration. The pre-
dictions for the smooth seal show the characteristic asymmetry,

which is less important for the honeycomb seals. The dynamic
cross-coupled coefficients ��CXY ,�CYX� are usually small, even
for large frequencies �up to 700 Hz�, and do not affect the seal
dynamic forced performance. Effective stiffness and damping co-
efficients defined as

KX eff = Re�D� + Im�E� = KXX + �CXY;

KY eff = Re�F� − Im�G� = KYY − �CYX �21�

and

CX eff = �Im�D� − Re�E��/� = CXX − KXY/�;

CY eff = �Im�F� + Re�G��/� = CYY + KYX/� �22�

are useful for comparing the rotordynamic performance of the two
seals. Figures 10 and 11 show the effective stiffness �KXeff� and
damping �CXeff� coefficients for both seals versus excitation fre-
quency and increasing rotor eccentricities. Note that rotor off cen-
tering largely affects the smooth seal coefficients, with a reduction
in stiffness and an increase in damping at high frequencies. Con-
versely, the honeycomb seals show the characteristic “hardening”
effect at large frequencies, with a characteristic “break” frequency
�5� for maximum effective damping.

Fig. 5 Dynamic direct stiffness coefficients KXX=Re„D… and KYY=Re„F… versus
excitation frequency for smooth and honeycomb seals „PD /PS=0.50…, eccen-
tricity ratio eX /c*=0.5—LSLP configuration

Fig. 6 Dynamic cross-coupled stiffness coefficient KXY=Re„E… versus excitation frequency for smooth and honeycomb seals
„PD /PS=0.50… as a function of rotor eccentricity „eX /c*

…—LSLP, MSMP, and HSHP configurations
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Fig. 7 Dynamic cross-coupled stiffness coefficients KXY=Re„E… and −KYX=
−Re„G… versus excitation frequency for smooth and honeycomb seals,
„PD /PS=0.50… and eccentricity ratio eX /c*=0.5—LSLP configuration

Fig. 8 Coefficient �CXX=Im„D… versus excitation frequency for smooth and honeycomb seals „PD /PS=0.50… as a function of
rotor eccentricity „eX /c*

…—LSLP, MSMP, and HSHP configurations

Fig. 9 Coefficients �CXX=Im„D… and �CYY=Im„F… versus excitation frequency
for smooth and honeycomb seals, „PD /PS=0.50… and eccentricity ratio eX /c*

=0.5—LSLP configuration
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Conclusions
The analysis advances a bulk-flow model to predict the static

and dynamic frequency-dependent forced performance character-
istics of gas honeycomb seals at off-center rotor positions. The
single control volume formulation includes the honeycomb effec-
tive cell depth on the perturbed �first-order� flow equations, which
are otherwise similar to existing computational bulk-flow models
for annular pressure seals.

Numerical predictions for a centered straight-bore test honey-
comb gas seals �3.1 mm cell depth and 0.79 mm cell width� show
good agreement with experimental results, thus validating the
model and confirming the influence of excitation frequency on the
rotordynamic coefficients of honeycomb seals.

As for the effect of rotor eccentricity on the performance of
honeycomb gas seals, comparisons are made with predictions for
a similar smooth surface seal under the same operating conditions.
Leakage for the two seals increases as the rotor eccentricity in-
creases �5% difference for an eccentricity ratio of 0.5�. The influ-
ence of rotor eccentricity on the dynamic force coefficients of the
honeycomb seal depends on the excitation frequency, though it

appears to be rather mild. That is, the honeycomb seal impedances
do not differ greatly as the rotor static excursion increases; the
dynamic direct and cross-coupled stiffness and direct damping
coefficients vary by up to 15%, 20% and 10%, respectively, for an
eccentricity ratio of 0.5. However, rotor eccentricity does have a
pronounced effect on the predicted �and experimentally verified�
dynamic force coefficients for smooth seals �the direct and cross-
coupled stiffness and direct damping coefficients vary by 75%,
40%, and 20%, respectively, for a 50% eccentricity ratio�.

The minimal influence of rotor eccentricity on the dynamic
force coefficients of honeycomb seals is due to the honeycomb
cell depth, which is several times the seal radial clearance. Hence,
even large rotor eccentricities do not sensibly affect the effective
local film thickness and maintain the flow circumferential symme-
try. Thus, rotor eccentricity does not greatly affect the dynamic
force coefficients in a honeycomb seal. Recent experiments �15�
confirm the current computational predictions. The present analy-
sis could also be applied to round-hole pattern damping seals
since the effective cell depth concept comprises the hole-depth
and hole-density on the seal surface.

Fig. 10 Effective stiffness coefficient „KXeff… versus excitation frequency for
smooth and honeycomb seals „PD /PS=0.50… as a function of rotor eccentricity
„eX /c*

…. MSMP configuration

Fig. 11 Effective damping coefficient „CXeff… versus excitation frequency for
smooth and honeycomb seals „PD /PS=0.50… as a function of rotor eccentricity
„eX /c*

…. MSMP configuration
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Nomenclature
aM, bM, eM � coefficients in Moody’s friction factor formula

C, CXX, CYY � direct damping coefficients �N s/m�
CS � end seal discharge coefficient

c, CXY, CYX � cross-coupled damping coefficients �N s/m�
c* � typical seal radial clearance �m�

D, F � direct force impedances �N/m�
E, G � cross-coupled force impedances �N/m�

eX, eY � rotor eccentricity components �m�
FX, FY � seal reaction force components �N�

fr � Moody’s friction factor at
rotor=aM�1+ �104 .rr /H+bM /Rer�eM�

fs � Moody’s friction factor at
stator=aM�1+ �104 .rs /H+bM /Res�eM�

H � seal film thickness �m�
h � dimensionless seal film thickness=H /c*

Hd � effective honeycomb cell depth �m�
hd � dimensionless honeycomb cell depth=Hd /c*

j � imaginary unit �j2=−1�
K, KXX, KYY � direct stiffness coefficients �N/m�
k, KXY, KYX � cross-coupled stiffness coefficients �N/m�

kr, ks � turbulent shear parameter at rotor and stator
surfaces= fr .Rer , fs .Res

kx, kz � circumferential and axial flow shear
parameters= �kr+ks� /2

L � seal axial length �m�
P � pressure �Pa�, p= �P− PD� /	P

PD, PS � discharge and supply pressures �Pa�
Q � seal leakage or flowrate �kg/s�
R � rotor �journal� radius �m�

rr, rs � mean surface roughness at rotor and stator �m�
r̄r, r̄s � relative surface roughness at rotor and stator.

r̄r=rr /H, r̄s=rs /H
ReP

* � characteristic Reynolds
number= ��* .c*3 .	P� / ��*2 .R�c* /R

Rer, Res � Reynolds numbers relative to rotor and stator
surfaces= �� /��H��U−R��2+W2�1/2,
�� /��H�U2+W2�1/2

T* � supply gas temperature �K�
t � time �s�

U � circumferential bulk-flow velocity �m/s� u
= �U .�* .R� / �c*2 .	P�

V � radial bulk-flow velocity from annular gap to
honeycomb cell �m/s�

W � axial bulk-flow velocity �m/s�,
w= �W .�* .R� / �c*2 .	P�

X, Y � Cartesian coordinate system �m�
x, y, z � circumferential, radial, and axial coordinates in

plane of flow �m�
� � inlet velocity preswirl factor

	P � pressure differential= PS− PD �Pa�
�X, �Y � dimensionless rotor eccentricities. �eX ,eY� /c*

� � gas viscosity �N s/m2�
� � empirical entrance loss coefficient
� � gas density �kg/m3�
�z � axial wall shear stress function=�kzW /H

�N/m2�
�x � circumferential wall shear stress difference

function=��kxU−krR� /2� /H �N/m2�
� � dimensionless time=�t

� � rotor speed �rad/s�
� � excitation frequency �rad/s�

Subscripts and Superscripts
0 � zeroth-order fields
� � first-order fields, X, Y directions
e � seal exit plane
i � seal inlet plane

eff � effective coefficients
� � characteristic value at supply condition

Appendix: First-Order Governing Bulk-Flow Equations
The first-order bulk-flow continuity, axial and circumferential

momentum transport equations for honeycomb seal analysis are,
in dimensionless form:

�

�x̄
��̄0h0u� + �̄0u0h� + u0h0�̄�� +

�

�z̄
��̄0h0w� + �̄0w0h� + w0h0�̄��

= − j���̄0h� + �h0 + hd��̄�� �A1�

− h0
�p�

�z̄
= j�̄0h0 ReS w� + �zxu� + �zzw� + �zch� + �z��̄� + ��z�

+ j ReS w0hd��̄� + ReP
*� �

�x̄
��̄0h0u0w�� +

�

�z̄
��̄0h0w0w��

+ �̄0h0�u�

�w0

�x̄
+ w�

�w0

�z̄
�� �A2�

− h0
�p�

�x̄
= j�̄0h0 ReS u� + �xxu� + �xzw� + �xch� + �x��̄� + ��x�

+ j ReS u0hd��̄� + ReP
*� �

�x̄
��̄0h0u0u�� +

�

�z̄
��̄0h0w0u��

+ �̄0h0�u�

�u0

�x̄
+ w�

�u0

�z̄
�� �A3�

where �= ��* ·� ·R2� / �c* ·	P� and ReS= ��* ·� ·c*2� /�* represent
a characteristic frequency number and squeeze film Reynolds
number, respectively. The coefficients ����� arise from the per-
turbation of the shear stress factors �kx, kz, and kr�. San Andrés �9�
gives explicit formulas. For a barotropic fluid �ideal gas
=isothermal�,

�̄� = 	 ��̄

�p



0
p� �̄� = 	 ��̄

�p



0
p� �A4�

The first-order entrance and exit pressures and inlet circumfer-
ential velocity are

pi� = 1 − �1 + ��ReP
*�	�̄0w0w� +

w0
2

2
�̄�
�

z̄=0
�A5�

pe� = CS ReP
*�	�̄0w0w� +

w0
2

2
�̄�
�

z̄=L/R
�A6�

�u��z̄=0 = 0 �A7�
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A Bulk-Flow Model of Angled
Injection Lomakin Bearings
This paper introduces a bulk-flow model for prediction of the static and dynamic force
coefficients of angled injection Lomakin bearings. The analysis accounts for the flow
interaction between the injection orifices, the supply circumferential groove, and the thin
film lands. A one control-volume model in the groove is coupled to a bulk-flow model
within the film lands of the bearing. Bernoulli-type relationships provide closure at the
flow interfaces. Flow turbulence is accounted for with shear stress parameters and
Moody’s friction factors. The flow equations are solved numerically using a robust com-
putational method. Comparisons between predictions and experimental results for a
tangential-against-rotation injection water Lomakin bearing show that novel model well
predicts the leakage and direct stiffness and damping coefficients. Computed cross-
coupled stiffness coefficients follow the experimental trends for increasing rotor speeds
and supply pressures, but quantitative agreement remains poor. A parameter investigation
shows evidence of the effects of the groove and land geometries on the Lomakin bearing
flowrate and force coefficients. The orifice injection angle does not influence the bearing
static performance, although it largely affects its stability characteristics through the
evolution of the cross-coupled stiffnesses. The predictions confirm the promising stabiliz-
ing effect of the tangential-against-rotation injection configuration. Two design param-
eters, comprised of the feed orifices area and groove geometry, define the static and
dynamic performance of Lomakin bearing. The analysis also shows that the film land
clearance and length have a larger impact on the Lomakin bearing rotordynamic behav-
ior than its groove depth and length. �DOI: 10.1115/1.2227032�

Introduction
Current trends in high performance turbomachinery drive to-

wards higher operational speeds and pressures to increase their
power. In particular, in cryogenic turbopumps, externally pressur-
ized fluid film bearings and seals will be used for primary space-
power applications due to their long-life time, low friction and
wear, significant load capacity, and large direct stiffness and
damping coefficients �1�. In theory, fluid film bearings, unlike
rolling element bearings, have no diameter� rotational speed
�DN� limit, and hence allow rotating machinery to operate at
higher speeds with better efficiency and reduced overall weight
and size.

Lomakin bearings, as shown in Fig. 1, are fluid film bearings
comprising two annular film lands in parallel and separated by a
circumferential feeding groove. Radial or angled injection holes
supply the bearing with the working fluid. Characterized by its
design simplicity, the Lomakin bearing is a promising alternative
to a hydrostatic journal bearing in cryogenic turbopumps. Indeed
�proprietary� experimental measurements on a tangential-against-
rotation injection Lomakin bearing demonstrate its stabilizing ro-
tordynamic characteristics with small or even negative whirl fre-
quency ratios due to its large direct damping and reduced cross-
coupled stiffness coefficients �2�. However, Lomakin bearings
typically generate lower direct stiffnesses than hydrostatic pocket
bearings. Note that a modern cryogenic turbopump could be easily
retrofitted with Lomakin bearings and, unlike with hydrostatic
bearings, would not require special filtering systems to avoid ori-
fice clogging.

A brief review of the main components of a Lomakin bearing
follows to provide a sense of the current state of art. In addition to

maintaining a pressure differential and control leakage between
stages in turbomachinery, annular seals can produce significant
forces on its rotor. Fully developed turbulent flow develops in
pump seals because of the large clearances and pressure differen-
tials. The combined effect of an inlet pressure loss and the axial-
pressure gradient within the seal lands accounts for the large di-
rect �centering� stiffnesses, even without rotor spinning. Lomakin
�3� first demonstrated this effect, and since then, numerous appli-
cations and analysis for adequate seal design have followed.

As related to rotordynamics, analysis of bearings and seals for-
wards the forces acting on the rotor as a consequence of shaft
motion. About a rotor centered position, the seal reaction force
components �FX ,FY� due to lateral shaft motions �X ,Y� are �4�:

− �FX

FY
� = �KXX KXY

KYX KYY
��X

Y
� + �CXX CXY

CYX CYY
��Ẋ

Ẏ
�

+ �MXX MXY

MYX MYY
��Ẍ

Ÿ
� �1�

where �K ,C ,M�XX,YY are direct stiffness, damping, and inertia
force coefficients, and �K ,C ,M�XY,YX are cross-coupled coeffi-
cients, respectively. From a rotordynamics viewpoint, the design
of bearings and seals strives to minimize the cross-coupled stiff-
nesses �KXY ,KYX�, maximize the direct damping �CXX ,CYY�, and
provide relatively large direct stiffness coefficients �KXX ,KYY�.

Von Pragenau �5� discusses the advantages of “damping seals”
over smooth seals, labyrinth seals, hydrostatic bearings, and ball
bearings, in particular for cryogenic turbopump applications. The
damping seal consists of a rough surface stator �akin to round hole
pattern� and a smooth journal. Numerous experimental programs
and field applications have verified Von Pragenau predictions, i.e.,
damping seals show superior dynamic performance with reduced
swirl flow, low cross-coupled forces, high direct stiffness and
damping force coefficients, and low leakage �6�.

Seals with angled fluid injection against rotor rotation have
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been used to eliminate subsynchronous vibration in industrial
compressors. Fluid injected at an angle breaks up the circumfer-
ential swirl flow or may even change the circumferential bulk-
flow direction within the seal leading to the enhancement of its
rotordynamic performance �7�. It is well known that fluid swirl
brakes just before entry to annular seals �mainly balance piston
seals� may eliminate or reverse the destabilizing cross-coupling
forces �8�. San Andrés and Childs �9� also introduce angled injec-
tion for improving the rotordynamic performance in hybrid jour-
nal bearings. Measurements by Franchek and Childs �10� on water
hydrostatic/hydrodynamic bearings with angled orifice injection
demonstrate improved rotordynamic performance with virtual
elimination of cross-coupled stiffness coefficients and null or even
negative whirl frequency ratios. Kim and Lee �11� present experi-
mental force coefficients and leakage for annular seals implement-
ing an ad hoc antiswirl self-injection. The test results yield a sig-
nificant improvement in whirl frequency ratios as compared to
smooth and damper seals.

Deep circumferential feed grooves not only provide a uniform
axial flow into the thin film lands of a bearing or seal, but could
also contribute significantly to its rotordynamic force perfor-
mance. Large dynamic pressures �and fluid film forces� can be
generated in squeeze film dampers with a central feed groove
�12�. Experimental measurements and analysis attest to the impor-
tance of fluid inertia and the interaction between the flow in the
thin film lands and the fluid volume “trapped” in the groove.

Prediction of performance in Lomakin bearings needs to ac-
count for the flow interaction between the injection orifices, the
supply circumferential groove, and the film lands. Presently, a
novel bulk-flow model for estimation of the rotordynamic force
coefficients and leakage of Lomakin bearings follows. The influ-
ence of the holes and the groove is considered with a sound physi-
cal model based on rational assumptions and simplifications, and
coupled with an existing bulk-flow computational program for
annular seals presented in �13�. Numerical predictions are com-
pared to existing experimental flow rate and force coefficients for
a tangential-against-rotation injection Lomakin water bearing �2�.
The influence of orifice and groove geometry on the Lomakin
bearing performance is also investigated.

Analysis
Figure 2 shows the configuration of the angled injection orifices

and groove in a Lomakin bearing. The fluid is supplied by an
external source through equally spaced holes into the large vol-
ume of the central groove, pushing axial flow through the adjacent
thin film lands. The flow region is bounded between a stationary

bearing housing and an inner rotating shaft. The rotor is centered
and the overall configuration is axially symmetric �identical land
lengths, and without rotor misalignment�.

Most analyses for pump seals use “bulk-flow” models for the
fluid flow within the seal. A bulk-flow velocity represents the
average �across the clearance� velocity component. Wall shear
stress differences, from stator and rotor, are modeled with friction
factors depending on the local Reynolds numbers and surface con-
ditions �14�. Childs �4,15� uses Blasius’ friction factor formula,
while Nelson �16� and San Andrés �13,17� use Moody-type factors
which account for local surface roughness effects.

The present isothermal bulk-flow model assumes fully devel-
oped turbulent flow in the film lands and in the feeding groove.
Material properties of cryogenic liquids used in the space industry
depend strongly on their absolute pressure and temperature, but
cryogens have very low viscosity, and thus, temperature effects

Fig. 1 Angled injection Lomakin bearing and coordinate system

Fig. 2 Location and geometry of the feed orifices, groove, and
film lands
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due to shear drag and extrusion power losses are of minor impor-
tance �1�. On the other hand, the effect of pressure on the liquid
properties and ultimate bearing performance is important since the
applications show high-pressure differentials. Therefore, the
analysis regards the fluid as barotropic and neglects energy trans-
port considerations without loss of generality �18�.

The Governing Flow Equations in the Film Lands. Continu-
ity and momentum transport equations govern the bulk flow of a
barotropic fluid within the thin film lands of the bearing, i.e. �13�

���lUlHl�
�x

+
���lWlHl�

�z
+

���lHl�
�t

= 0 �2�

− Hl
�Pl

�x
=

�l

Hl
	kxlUl − kRl

R�

2

 + � ���lHlUl�

�t
+

���lHlUl
2�

�x

+
���lHlWlUl�

�z
� �3�

− Hl
�Pl

�z
=

�l

Hl
�kzlWl� + � ���lHlWl�

�t
+

���lHlUlWl�
�x

+
���lHlWl

2�
�z

�
�4�

Refer to the Nomenclature for appropriate definitions. The turbu-
lent shear parameters �kxl ,kzl ,kRl� are local functions of the fric-
tion factors �fRl and fSl� relative to the rotor and stator surfaces,
respectively. The pressure and velocity fields are continuous and
single valued in the circumferential direction �x�.

The Governing Flow Equations in the Groove. The flow in
the groove is extraordinarily complex since it combines �and
mixes� radial or angled fluid injection, swirl velocity due to rotor
motion, and sharp turns forcing axial flow through the film lands.
Presently, a groove bulk-flow velocity �Ug� represents the overall
flow across its depth and width �radial and axial�, and the pressure
within the groove �Pg� is considered uniform on account of its
relatively short axial length. From the general flow equations,
bulk-flow continuity and circumferential momentum transport
equations in a control volume within the feed groove result as

Lg
���gHg�

�t
+ HgLg

���gUg�
�x

+ 2�gWlHl − �OI�guOIAO/�x = 0

�5�

− Hg
�Pg

�x
Lg =

�g

2Hg
�kSgUgdg + kRg�Ug − R��Lg − �OIkOUOIAOc/�x�

+ � ���gHgUg�
�t

Lg + 2�gUlWlHl − �OI�guOIUOIAO/�x�
�6�

where �x is the circumferential extent of the control volume ��x
is small but still larger than an orifice diameter�. Above, �OI=1 in
a control volume containing an injection orifice, otherwise �OI

=0. The effective orifice area AO=Cdo ·� ·do
2 /4 includes the �em-

pirical� discharge coefficient �Cdo�. The orifice injection velocity
�uOI� has circumferential and radial components UOI=
−uOI · sin���, and VOI=uOI · cos���, where � is the injection angle.

Due to the axial symmetry of the Lomakin bearing, the circum-
ferential velocities at the entrances of the two film lands are iden-
tical, while the axial velocities are equal in magnitude but oppo-
site in direction. Moreover, the constant groove depth �Cg� is
typically an order of magnitude larger than the film thickness �Hl�,
and consequently, geometrical variations of Hl with respect to x
�or 	� are assumed not to affect the film thickness �Hg� in the
groove. An order of magnitude analysis considering the geometric
characteristics of the orifices/groove/film land configuration also

shows that fluid inertia effects within the groove are negligible,
and consequently, omitted from further analysis �19�.

Within the groove, the shear stress parameters �k� are functions
of the local Reynolds numbers and the Moody’s friction factors at
the respective surfaces. Following �20�, the expression for the
circumferential direction groove shear stress �kxg� includes the
side surfaces of the groove wetted by fluid. The characteristic
length �dg� equals �Lg+2Cg�.

Orifice Flow Equation and Boundary Conditions at the
Groove-Film Lands Interface. At the orifices discharge planes in
the groove, following �9�:

PgOI�t� = PS − �gOI�t� ·
uOI

2 �t�
2

�7�

where PgOI and �gOI are the orifice pressure and density, and PS is
the supply pressure. The local acceleration of fluid from the
groove into a high axial velocity at the film land inlet �zi� causes
a sudden pressure drop, and modeled by a simple Bernoulli
equation,

Pl�	,zi,t� = Pg�	,t� +
�l�	,zi,t�

2
�1 + 
�Wl

2�	,zi,t� �8�

Flow continuity establishes

Ul�	,zi,t� = Ug�	,t� �9�
i.e., the equivalence of circumferential bulk-flow velocities at the
groove and inlet to the film lands. At the film land exit plane �ze�,
an end restriction coefficient �CS� simulates additional pressure
losses �21�:

Pl�	,ze,t� = PD +
�l�	,ze,t�

2
CSWl

2�	,ze,t� �10�

Perturbation Analysis. Consider rotor motions of frequency
��� and small amplitudes, ��eX and �eY�, about the centered equi-
librium position. The film thickness �H� is given by the real part
of

H = H0 + ej�t��eX cos 	 + �eY sin 	� = h · c*

H0 = c* + eX0 cos 	 + eY0 sin 	 �11�

where j=�−1, and H0 is the film thickness at the static equilib-
rium position. For small amplitude rotor motions, velocity and
pressure fields, as well as fluid properties and shear coefficients
are expressed as the sum of a zeroth-order and first-order complex
fields, describing the equilibrium condition and the perturbed mo-
tions, i.e.,

� = �0 + ej�t��eX�X + �eY�Y� �12�

with �= �P ,U ,W ,kx ,kz , . . . .
Substitution of the flow variables into the film lands governing

equations yields equations of continuity and momentum for the
zeroth- and first-order flow fields. Reference �13� details the
analysis. The Appendix gives the first-order flow equations in the
groove and boundary conditions at the interfaces with the film
lands. In the groove, periodicity conditions from orifice to orifice
are adopted for the zeroth-order fields in the circumferential
direction

The Numerical Solution Procedure. A control-volume finite
difference scheme is devised to solve the coupled, nonlinear par-
tial differential equations of mass and momentum transport in the
groove and film lands. The procedure, based on Launder and Le-
schziner �22� and Van Doormal and Raithby �23� schemes, is de-
tailed in �1,13� for solution of the bulk-flow equations in variable
fluid properties, turbulent flow bearings and seals. The flow field
is represented by a series of discrete nodal velocities and pressures
on staggered grids. The velocity nodes are located at points lying
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at interfaces midway between the nodes where the pressure is
determined. The iterative convergence procedure not only satisfies
local residuals in mass and momentum transport, but also fulfills
the overall balance of flow through the orifices equating the dis-
charge flow at the bearing exit planes.

Note that for concentric rotor operation the zeroth-order flow
field in the groove is periodic from orifice to orifice. In the itera-
tive procedure, the flow mass constraint equating the exit flow
through the bearing discharge planes to the sum of the flows
through the injection orifices is used to update the orifice pressure,
Eq. �7�. For the first-order flow field, periodicity from orifice to
orifice is no longer valid; and hence, the equations are solved
along the bearing circumference, using the flow balance appli-
cable to each control volume containing an injection orifice, in
order to update the first-order orifice pressure �19�. Presently, the
model is restricted to the prediction of centered bearing operation.
The numerical procedure could be easily adapted to include rotor
eccentric position, although its applicability to a practical situation
may be somewhat limited.

Lomakin Bearing Flowrate and Rotordynamic Coefficients.
The zeroth-order solution determines the steady-state pressure and
circumferential velocity as well as axial leakage or flow rate. The
bearing flow rate �Q� is

Q = 2 ·�
0

2�R

���WH�l0�ze
dx �13�

The Lomakin bearing dynamic force coefficients �dynamic
stiffness and damping� follow from integration of the complex
first-order pressure fields over the rotor surface �groove and two
lands�. The force coefficients for the groove and film lands are
� ,�=X ,Y�:

Kg� − �2 · Mg� + j · � · Cg� =
Lg

C* ·�
0

2�R

Pg� · hl · dx

�14�

and

Kl� − �2 · Ml� + j · � · Cl� =
1

C* ·�
0

Lf �
0

2�R

Pl� · hl · dx · dz

�15�

respectively. Thus, the bearing force coefficients become

K� = Kg� + 2 · Kl�

C� = Cg� + 2 · Cl�

M� = Mg� + 2 · Ml� �16�

where hlX=cos 	 and hlX=sin 	. For concentric rotor position,
KYY =KXX, KYX=−KXY, CYY =CXX, CXX=−CXY, MYY =MXX, and
MYX=−MXY.

Comparison of Predictions to Experimental Results. Propri-
etary test measurements �2� for the flow rate and dynamic force
coefficients of a tangential-against-rotation injection water Lo-
makin bearing are compared to numerical predictions based on the
model. Note that for an incompressible fluid, the rotordynamic
coefficients are independent of the excitation frequency.

Table 1 presents the test Lomakin bearing geometric character-
istics and operating conditions. As an example, in the following,
MSMP represents a result for a Medium rotor speed and medium
supply pressure condition. Figures 3–10 depict dimensionless re-
sults only. Predictions obtained for the nominal MSMP configu-
ration are the referential values. Reference �2� reports experimen-
tal uncertainties, with respect to the reference values, of 3% for

direct stiffnesses, 4% for cross-coupled stiffnesses, 1% for direct
dampings, 20% for the direct inertia coefficients, and less than 1%
for flow rates �2�.

Mass Flowrate. Figure 3 compares predictions and measure-
ments of flow rate or leakage �Q� for the Lomakin bearing. Nu-
merical results show good agreement with experimental data
�1%–7% difference�. Bearing flow rate increases as the supply
pressure rises, while rotor speed tends to slightly reduce the flow
rate. The current model slightly overpredicts �underpredicts� leak-
age at low �high� rotor speeds.

Direct Stiffness Coefficient „KXX…. Figure 4 depicts measure-
ments and predictions for direct stiffness as the rotor speed and
feed pressure increase. The direct stiffness increases linearly with
feed pressure, and it is enhanced by rotor speed. Predictions show
a 15% difference in average when compared to the experimental
results. The model overpredicts the direct stiffness coefficient at
low speeds. Furthermore, at the low pressure, while the experi-
ments show that �KXX� remains constant from the medium to high
speed condition, the current model predicts a noticeable reduction.
In general, the model predicts a larger effect of supply pressure
than the experimental values exhibit.

Cross-Coupled Stiffness Coefficient „KXY…. Figure 5 depicts
the major benefit of the angled-injection Lomakin bearing, namely
its ability to generate large �negative� cross-coupled stiffness co-
efficients for most operating conditions. Increasing rotor speed
reduces the effect, yet the stabilizing effect of the antiswirl orifice
feed is apparent. Predictions from the model exhibit the correct
trends with respect to rotor speed and supply pressure �KXY de-
creases when the supply pressure increases�. However, the present
model still largely underpredicts the large �negative� experimen-
tally derived cross-coupled stiffness coefficient. The large test val-
ues are an indicative of extremely high circumferential velocities
opposing the rotor speed ��R�. Clearly, the bulk-flow model is
not able to predict with accuracy the appropriate inlet circumfer-
ential speed into the film lands.

Direct Damping Coefficient „CXX…. Figure 6 depicts measure-

Table 1 Test Lomakin bearing: geometry and operating condi-
tions. Fluid: water. From Fayolle, Phillips, and Childs †2‡.

Parameter Magnitude

Diameter, D 76.46 mm
Film land length, Lf 34.29 mm

Film land radial clearance, C* 0.100 mm
Groove length and depth, Lg�Cg 7.62 mm�3.81 mm

Number of injection orifices, n 4
Injection orifice diameter, do 3.175 mm

Injection angle, � +85 deg
Rotor speed LS 10,200 rpm

MS 17,400 rpm
HS 24,600 rpm

Supply pressure, PS LP 41.4 bar
MP 55.3 bar
HP 69.1 bar

Discharge pressure, PD 1.013 bar
Inlet temperature, T* 328 K

Fluid density, � 984.5 kg/m3

Fluid viscosity, � 0.5�10−3 N s/m2

Relative surface roughness, r 0.0033
Moody’s friction parameters aM =0.001375, bM =5�105

eM =0.333
Orifice discharge coefficient Cdo

a

Entrance loss coefficient, 
 0.1
Exit loss coefficient, CS

0

aMatching numerical and measured flow rates at theMSMP configuration determined
the coefficient Cdo.
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ments and predictions for direct damping as the rotor speed and
feed pressure increase. Predictions are in good agreement with the
experimental results �5% difference in average�. CXX increases for
increasing feed pressures and rotor speeds. It is worth noting that
a large portion of the damping arises from the fluid flow within
the groove.

Direct Added-Mass Coefficient „MXX…. Figure 7 presents pre-
dictions and experimental estimations for the direct added mass
coefficient. Large discrepancies are evident; however, the experi-
mental uncertainty on this parameter is typically large as well.
Predictions indicate that the inertia coefficient �MXX� increases
rapidly with rotor speed �larger frequencies�, and decreases as the

feed pressure rises.
Further predictions �19�, not presented here for brevity, show

that the current model provides a noticeable improvement when
compared to results from a simpler model, i.e., two annular seals
in parallel and without accounting for the feeding groove and the
injection orifices. In this simpler model, besides the need for se-
lecting �empirically� the groove pressure, a large negative preswirl
ratio ��−5� must be used to predict cross-coupled stiffness coef-
ficients in agreement with the experimental values.

Influence of Geometry on the Performance of Lomakin
Bearings. The current model becomes an effective design tool to
optimize the performance characteristics of Lomakin bearings. To

Fig. 3 Dimensionless flowrate „Q… versus rotor speed and supply pressure conditions—
tests and predictions „reference value: MSMP numerical…

Fig. 4 Dimensionless direct stiffness coefficients KXX=KYY versus rotor and supply
pressure conditions—tests and predictions „reference value: MSMP numerical…
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this end, a parametric study demonstrates the effects of orifices
�number, size, and angled disposition�, and groove and film land
geometry on the bearing flow rate and rotordynamic performance.

In general, the film clearance �C*� and axial length �Lf� have a
much larger effect on the Lomakin bearing performance than its
groove depth �Cg� and length �Lg�. The cross-coupled stiffness
�KXY� and direct damping �CXX� coefficients sensibly increase,
while the direct stiffness coefficient �KXX� presents a maximum
when the film clearance decreases and the axial length increases.
Optimum direct stiffness is attained for about a 50% pressure drop
at the inlet plane into the film lands.

The orifice injection angle ��� is the main design parameter
with regard to the prediction of circumferential velocity in the

groove, and consequently the determination of the cross-coupled
stiffness coefficient and the whirl frequency ratio, i.e., WFR
=KXY / �CXX ·��. Figure 8 illustrates, for the MSMP condition, a
linear decrease of cross-coupled stiffness �KXY� as the injection
angle ��� varies from tangential with-rotation to against-rotation
��=0 denotes radial injection�. For best rotordynamic stability, the
tangential-against-rotation injection configuration is recom-
mended. In general, the injection angle does not greatly affect the
average groove pressure, and thus bearing flow rate, direct stiff-
ness, and damping coefficients remain relatively unchanged �19�.

The design of a Lomakin bearing requires appropriate selection
of the total orifices area �Aon=n ·� ·do

2 /4�, the groove transversal

Fig. 5 Dimensionless cross-coupled stiffness coefficients KXY=−KYX versus rotor
speed and supply pressure conditions—tests and predictions „reference value: MSMP
numerical…

Fig. 6 Dimensionless direct damping coefficients CXX=CYY versus rotor speed and sup-
ply pressure conditions—tests and predictions „reference value: MSMP numerical…
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area �Ag=Lg ·Cg�, and the groove length/depth ratio �Lg /Cg�. The
parametric analysis reveals two dimensionless parameters, �GD�
and �GC�, which uniquely determine the effects of the orifice ar-
rangement �number and size� and groove geometry �depth and
width�, on the performance of Lomakin bearings �19�. The param-
eters are defined as:

GD =
Aon/�R · C*�

�Ag/�R · C*��1/4 =
n · �� · do

2/4�/�R · C*�
�Lg · Cg/�R · C*��1/4 �17�

GC =
Aon

R · C* · 	 Lg/R

Cg/C*
1/4

=
n · �� · do

2/4�
R · C* · 	 Lg/R

Cg/C*
1/4

�18�

As an example, Fig. 9 shows the direct stiffness coefficient
�KXX� versus GD for instances when the total orifice area �Aon� or
the groove area �Ag� vary independently. The direct stiffness as
well as the other direct force coefficients �C ,M�, the flow rate,
and the average groove-pressure increase as GD increases, i.e., as
the number and diameter of the orifices increases and/or the
groove area decreases. A performance parameter ��� follows �ap-
proximately� the relationship �MAX· �1−e−��.GD�. The �MAX� in-
dex denotes the largest ��� value and �� is a growth rate deter-
mined from the analysis. In Fig. 9, the nominal references the test
bearing in �2�.

Fig. 7 Dimensionless direct added-mass coefficient MXX=MYY versus rotor speed and
supply pressure conditions—tests and predictions „reference value: MSMP numerical…

Fig. 8 Variation of dimensionless KXY=−KXY versus injection angle �—MSMP configu-
ration „reference value: MSMP numerical…
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Figure 10 depicts the cross-coupled stiffness �KXY� versus GC

for independent variations of the total feed orifice area �Aon� and
groove ratio �Lg /Cg�. For GC�2, the cross-coupled stiffness and
WFR increase linearly, irrespective of the Aon or �Lg /Cg� magni-
tudes. Most importantly, as Aon varies and for GC�2, KXY and
WFR, as well as the circumferential velocity in the groove, attain
a minimum at the condition for best �against-rotation� effect from
the feed orifices and groove �short and deep�.

Conclusions

Lomakin bearings are a simple alternative to hydrostatic bear-
ings in modern cryogenic turbopumps. An all-fluid film bearing
technology will certainly reduce turbopump size and cost while
extending its useful life. Favorable experimental results obtained
from a water lubricated Lomakin bearing �2� urged the present
computational analysis to predict the bearing dynamic forced per-

Fig. 9 Variation of direct stiffness KXX=KYY versus GD parameter. Total orifice area „Aon…

and groove area „Ag… change. MSMP configuration „reference value: MSMP numerical…

Fig. 10 Variation of cross-coupled stiffness KXY=−KYX versus GC parameter. Total ori-
fice area „Aon… and groove length/depth ratio „Lg /Cg… change. MSMP configuration „ref-
erence value: MSMP numerical….
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formance. The bulk-flow model couples the fluid motion in the
thin film lands to a simple model in the groove describing the
circumferential flow and momentum exchange with angled injec-
tion orifices. Zeroth- and first-order bulk-flow equations describe
the steady flow and the perturbed flow fields, respectively, for a
centered bearing with small amplitude rotor motions about an
equilibrium position. An efficient CFD algorithm solves the non-
linear flow equations and renders the bearing flow rate and rotor-
dynamic force coefficients.

Predictions for flow rate and rotordynamic force coefficients are
compared to experimental results from a tangential-against-
rotation injection Lomakin bearing tested in water. Predictions
agree well with test results for various supply pressures and rotor
speeds, ranging from 41 to 69 bars and 10.2 to 24.6 krpm, re-
spectively. The bearing flow rate, direct stiffness, and damping
coefficients increase, while the cross-coupled stiffness coefficient
decreases, or becomes even negative, as the supply pressure rises.
The flow rate and direct damping coefficient show minute varia-
tions for increasing rotor speeds, while the direct stiffness appears
to be invariant at the largest rotor speeds.1 The experimental
cross-coupled stiffness is mostly negative for all speeds, showing
evidence for the major benefit of a Lomakin bearing, namely to
promote rotor stability. This stabilizing effect becomes less pro-
nounced as the rotor speed increases.

The bulk-flow model correctly predicts the leakage and the di-
rect stiffness and damping coefficients but largely underpredicts
the �negative� cross-coupled stiffness. The discrepancies are at-
tributed to the inaccurate prediction of the circumferential flow
velocity entering the bearing film lands. Presently, the circumfer-
ential momentum from the orifice injection dissipates within the
vicinity of the feed orifices. However, the flow mechanics in the
groove and the jet mixing with the circumferential flow are more
complex than the model asserts. It appears that the flow area
where the injection act produces large inlet circumferential veloci-
ties, is not well modeled at present.

A parametric study reveals important design considerations for
appropriate selection of the orifice size and number, and groove
axial extent and depth. The injection angle does not influence the
bearing flow rate and direct force coefficients, although it largely
affects the bearing stability characteristics through the evolution
of the cross-coupled stiffnesses. The predictions confirm the
promising stabilizing effect of the tangential-against-rotation in-
jection configuration. The total feed orifice area and the groove
transversal area are important to establish desired flow rates and
direct stiffness, damping and added-mass coefficients. The groove
length/depth ratio affects the cross-coupled stiffness coefficient
and the whirl frequency ratio. Two typical numbers, comprised of
the orifice and groove areas, define the static and dynamic perfor-
mance of Lomakin bearings for the characterization of the direct
and cross-coupled effects, respectively.
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Nomenclature
AO ,AOc � effective orifice area, = 1

4 Cdo ·� ·do
2,

=AO / cos ��m2�
aM ,bM ,eM � coefficients in Moody’s friction factor formula

C* ,Cg � typical film clearance and groove depth �m�
Cdo ,CS � orifice and exit plane discharge coefficients

C� � damping coefficients �N s/m�,  ,�=X ,Y
D � stator diameter �m�
dg � groove characteristic length=Lg+2Cg �m�

do � orifice diameter �m�
fR,S � Moody’s friction factor at rotor and stator

=aM�1+ �104 .rR,S+bM /ReR,S�eM�
GD ,GC � groove-orifice design parameters, Eqs. �17� and

�18�
H � radial clearance �m�, h=H /C*

K� � stiffness coefficients �N/m�,  ,�=X ,Y
kO,R,S � shear flow parameter at orifice, rotor and stator

interfaces= �f ·Re�O,R,S
kxg � groove circumferential shear flow parameter

= �kR+ �dg /Lg� ·kS� /2
kxl ,kz � land circumferential and axial shear flow

parameters= �kR+kS� /2
Lf ,Lg � film land and groove axial lengths �m�

M� � inertia coefficients �kg�,  ,�=X ,Y
n � number of injection orifices
P � dimensional pressure �Pa�, p= �P− PD� /�P

PD , PS � discharge and supply pressures �Pa�
Q � bearing mass flowrate �kg/s�
R � rotor �journal� radius=D /2 �m�

ReO,R,S � Reynolds numbers relative to orifice, rotor and
stator interfaces= ��g /�g�Hg�Ug−UOI�,
�� /��H��U−R��2+W2�1/2, �� /��H�U2+W2�1/2

rR ,rS � mean surface relative roughness at rotor and
stator

T* � fluid temperature �K�
t � time �s�

U � circumferential bulk-flow velocity �m/s�, u
= �U .�* .R� / �C*2 .�P�

UOI ,VOI � orifice circumferential and radial velocities=
−uOI · sin �, uOI · cos � �m/s�

uOI � fluid velocity through injection orifice �m/s�
W � axial bulk-flow velocity �m/s�,

w= �W ·�* ·R� / �C*2 ·�P�
X ,Y ,Z � Cartesian coordinate system �m�
x ,y ,z � circumferential, radial, and axial coordinates in

plane of flow �m�
� � orifice injection angle �rad�

�P � pressure differential= PS− PD �Pa�
� � fluid viscosity �N s/m2�

 � empirical film land entrance loss coefficient
	 � angular coordinate=x /R �rad�
� � fluid density �kg/m3�

� � rotor speed �rad/s�
� � excitation frequency �rad/s�

Subscripts
0 � zeroth-order fields

 ,� � first-order fields, X, Y directions
g , l ,R ,O ,S � groove, land, rotor, orifice, stator

Superscripts
– � dimensionless fields
* � characteristic value at supply condition

Appendix: First-Order Flow Equations in the Groove
The first-order continuity and circumferential momentum trans-

port equations in the groove are, in dimensionless form

hg
Lg

R

���̄g0ug + �̄gug0�
�x̄

+ 2��̄g0wl0hl + �̄g0wlhl0 + �̄gwl0hl0�

= − j�
Lg

R
�hg�̄g + hl�̄g0� + �OI

AO

RC*�x̄
��̄gūOI0 + �̄g0ūOI�

�A1�
1The groove pressure approaches the supply pressure value as the rotor speed

increases.
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− hg
Lg

C*

�pg

�x̄
= j ReSq

Lg

C* ��̄g0hgug + �̄g0hlug0 + �̄ghgug0�

+ 2 ReP��̄g0wl0ul0hl + �̄g0wl0ulhl0 + �̄g0wlul0hl0

+ �̄gwl0ul0hl0� − �OI ReP
AO

RC*�x̄
��̄g0ūOI0ŪOI

+ �̄g0ūOIŪOI0 + �̄gūOI0ŪOI0� + ReP��Uug + ���̄g

+ ���̄g + �UOI
ŪOI� �A2�

where ReP= ��*C*3�P� / ��*2R�, ReP
* =ReP ·C* /R, are characteris-

tic Reynolds numbers due to pressure flow, and ReSq
= ��*�C*2� /�* and �= ��*�R2� / �C*2 ·�P� correspond to a
squeeze film Reynolds number and an excitation frequency num-
ber, respectively.

The perturbed shear coefficients for the first-order solution in
the groove are given by �j=S �stator�, R �rotor� or O �orifice��

�U =
1

2hg
� dg

C* �kS0�̄0 + ug0�̄0kSU� +
Lg

C* �kR0�̄0 + �ug0 − ���̄0kRU�

− �OI
AOc

RC*�x̄
ŪOI0�̄0kOU� �A3�

kjU =
kj0

uj0�1 −
eMbM

Rej0�104rj +
bM

Rej0
�� �A4�

uS0 = ug0 uR0 = ug0 − � uO0 = ug0 − ŪOI0 �A5�

where �= ��* ·� ·R2� / �C*2 ·�P� is a rotor speed parameter and
rO=0,

�� =
1

2hg
� dg

C*ug0�̄0kS� +
Lg

C* �ug0 − ���̄0kR�

− �OI
AOc

RC*�x̄
ŪOI0�̄0kO�� �A6�

kj� =
kj0

�̄0 �1 −
eMbM

Rej0 · �104 · rj +
bM

Rej0
�� �A7�

�� =
1

2hg
� dg

C* �kS0ug0 + ug0�̄0kS�� +
Lg

C* �kR0�ug0 − �� + �ug0

− �� · �̄0kR�� − �OI
AOc

RC*�x̄
ŪOI0�kO0 + �̄0kO��� �A8�

kj� = −
kj0

�̄0
�1 −

eMbM

Rej0�104rj +
bM

Rej0
�� �A9�

�UOI = − �OI

1

2hg

AOc

RC*�x̄
�kO0�̄0 + ŪOIO�̄0kOUOI� �A10�

kOUOI = −
kO0

ug0 − ŪOI0
�1 −

eMbM

ReO0� bM

ReO0
�� �A11�

The first-order boundary condition at the orifices discharge
planes in the groove is, in dimensionless form:

pgOI = − ReP
* ūOI0	�̄gOI0ūOI + �̄gOI

ūOI0

2

 �A12�

The first-order film land entrance and exit pressures and inlet
circumferential velocity are given in dimensionless form as

�pl�z̄i
= pg − �1 + 
� · ReP

* · ���̄l0 · wl0 · wl +
wl0

2

2
· �̄l��

z̄i

�A13�

�pl�z̄e
= CS · ReP

* · ���̄l0 · wl0 · wl +
wl0

2

2
· �̄l��

z̄e

�A14�

�ul�z̄i
= ug �A15�

Flow periodicity follows for the whole groove circumference.
Note that periodicity from one orifice to the next only holds for
the equilibrium �zeroth-order� solution.

References
�1� San Andrés, L., 1995, “Thermodynamic Analysis of Fluid Film Bearings for

Cryogenic Applications,” AIAA J., 11�5�, pp. 964–972.
�2� Fayolle, P. G., Phillips, S. G., and Childs, D. W., 1997, “Experimental Rotor-

dynamic Coefficient Results for a 0.100-mm Clearance Tangential-Against-
Rotation Injection Lomakin Bearing,” Technical Report No. TAMU 0710,
Texas A&M University, College Station, TX.

�3� Lomakin, A., 1958, “Calculation of Critical Speed and Securing of the Dy-
namic Stability of Rotors in High-Pressure Hydraulic Machines With Refer-
ence to Forces Arising in Seal Gaps,” Energomashinostroenie, 4�4�, pp. 1–5.

�4� Childs, D. W., 1983, “Finite-Length Solutions for Rotordynamic Coefficients
of Turbulent Annular Seals,” ASME J. Lubr. Technol., 105, pp. 437–445.

�5� Von Pragenau, G. L., 1992, “From Labyrinth Seals to Damping Seals/
Bearings,” Fourth International Symposium on Transport Phenomena and Dy-
namics of Rotating Machinery, Honolulu, HI, Vol. A, pp. 277–285.

�6� Childs, D., and Vance, J., 1994, “Annular Seals as Tools to Control Rotordy-
namic Response of Future Gas Turbine Engines,” 30th AIAA/ASME/SAE/
ASEE Joint Propulsion Conference, Indianapolis, IN, Vol. AIAA 94–2804, pp.
1–9.

�7� Martzinkovsky, V. A., 1993, “The Lomakin Effect and Its Applications in
Pumps and Sealings,” in Proceedings of the Rotating Machinery Conference
and Exposition, Somerset, NJ, Vol. 2, pp. 1–59.

�8� Black, H. F., Allaire, P. E., and Barrett, L. E., 1981, “Inlet Flow Swirl in Short
Turbulent Annular Seal Dynamics,” Ninth International Conference on Fluid
Sealing, BHRA Fluid Engineering, Leeuwenhorst, Netherlands, pp. 1–14.

�9� San Andrés, L., and Childs, D., 1997, “Angled Injection—Hydrostatic Bear-
ings, Analysis and Comparison to Test Results,” ASME J. Tribol., 119�1�, pp.
179–187.

�10� Franchek, N., and Childs, D., 1994, “Experimental Test Results for Four High-
Speed, High Pressure, Orifice-Compensated Hybrid Bearings,” ASME J. Tri-
bol., 116�2�, pp. 285–290.

�11� Kim, C. H., and Lee, Y. B., 1994, “Test Results for Rotordynamic Coefficients
of Anti-Swirl Self-Injection Seals,” ASME J. Tribol., 116, pp. 508–513.

�12� Arauz, G. L., and San Andrés, L., 1996, “Experimental Study on the Effect of
a Circumferential Feeding Groove on the Dynamic Force Response of a Sealed
Squeeze Film Damper,” ASME J. Tribol., 118, pp. 900–905.

�13� San Andrés, L. A., 1991, “Analysis of Variable Fluid Properties, Turbulent
Annular Seals,” ASME J. Tribol., 113, pp. 694–702.

�14� Hirs, G. G., 1973, “A Bulk-Flow Theory for Turbulence in Lubricant Films,”
ASME J. Lubr. Technol., 95�2�, pp. 137–146.

�15� Childs, D. W., 1983, “Dynamic Analysis of Turbulent Annular Seals Based On
Hirs’ Lubrication Equation,” ASME J. Lubr. Technol., 105, pp. 429–436.

�16� Nelson, C. C., 1985, “Rotordynamic Coefficients for Compressible Flow in
Tapered Annular Seals,” ASME J. Tribol., 107, pp. 318–325.

�17� San Andrés, L., 1993, “Dynamic Force and Moment Coefficients for Short
Length Annular Seals,” ASME J. Tribol., 115, pp. 61–70.

�18� Childs, D. W., 1993, Turbomachinery Rotordynamics, Wiley, New York, Chap.
5.

�19� Soulas, T., 2001, “A Bulk-Flow Model of Angled Injection Lomakin Bear-
ings,” M.S. thesis, Texas A&M University, College Station, TX.

�20� Li, J., San Andrés, L., and Vance, J., 1999, “Bulk Flow Analysis of Multiple-
Pocket Gas Damper Seals,” ASME J. Eng. Gas Turbines Power, 121�2�, pp.
355–362.

�21� Childs, D., 1989, “Fluid Structure Interaction Forces at Pump-Impeller-Shroud
Surfaces for Rotordynamic Calculations,” ASME J. Vib., Acoust., Stress, Re-
liab. Des., 111, pp. 216–225.

�22� Launder, B. E., and Leschziner, M., 1978, “Flow in Finite Width Thrust Bear-
ings Including Inertial Effects, I-Laminar Flow, II-Turbulent Flow,” ASME J.
Lubr. Technol., 100, pp. 330–345.

�23� Van Doormal, J. P., and Raithby, G. D., 1984, “Enhancements of the Simple
Method for Predicting Incompressible Fluid Flows,” Numer. Heat Transfer, 7,
pp. 147–163.

204 / Vol. 129, JANUARY 2007 Transactions of the ASME

Downloaded 02 Jun 2010 to 171.66.16.106. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Oscar C. De Santiago
Dresser-Rand Company,

Olean, NY 14760
e-mail: desantiago@dresser-rand.com

Luis San Andrés
Mast-Childs Tribology Professor

Texas A&M University,
College Station, TX 77843-3123

e-mail: lsanandres@mengr.tamu.edu

Field Methods for Identification of
Bearing Support Parameters—
Part I: Identification From
Transient Rotor Dynamic
Response due to Impacts
A simple procedure, with the potential as a field resource, for identification of a bearing
support parameter from recorded transient rotor responses due to impact loads follows.
The method is applied to a test rotor supported on a pair of mechanically complex
bearing supports, each comprising a tilting pad bearing in series with an integral
squeeze film damper. Identification of frequency dependent bearing force coefficients is
good at a rotor speed of 2000 rpm. Stiffness coefficients are best identified in the low
frequency range (below 25 Hz) while damping coefficients are best identified in the
vicinity of the first natural frequency (48 Hz) of the rotor bearing system. The procedure
shows that using multiple-impact frequency averaged rotor responses reduces the vari-
ability in the identified parameters. The identification of frequency-dependent force coef-
ficients at a constant rotor speed is useful to assess rotor-bearing system stability.
�DOI: 10.1115/1.2227033�

Introduction
Experimental identification of fluid film bearing parameters is

essential for adequate interpretation of rotating machinery perfor-
mance and necessary to validate predictions from computational
fluid film bearing models. Parameter identification in the field
with current customary instrumentation is also promising for con-
dition monitoring and troubleshooting, and in the near future for
self-adapting rotor-bearing control systems. The use of combined
�in series� bearing supports to control vibration limits and force
transmissibility increases the complexity of the identification pro-
cedures since the equivalent bearing parameters become speed
and frequency dependent.

The force coefficients �stiffness and damping� of fluid film
bearings are important in rotor-bearing system analysis since they
largely determine the rotor dynamic synchronous response and
stability. Numerous efforts have established reliable techniques to
accurately identify fluid film bearing coefficients under controlled
experimental conditions mainly for verification of thin film fluid
flow models. Presently, however, there is also the need for proven
identification techniques that allow assessing the validity of pre-
dicted bearing force coefficients in their working environment.

The current trend for larger power to weight ratios in rotating
machinery demands high speeds and operation well within flex-
ible rotor modes, and thus this condition poses new challenges in
terms of dynamic stability control. Modern turbomachinery uses
additional sources of damping �such as damper seals� and softer
bearing supports to achieve satisfactory stability margins and ac-
curate control and position of critical speeds. A bearing configu-
ration nowadays in use refers to the integration of a tilting pad
journal bearing �TPJB� in series with a squeeze film damper
�SFD� due to its inherent stability and low force transmissibility.
Currently, there is the need to verify the combined bearing dy-

namic force coefficients in machines that are already operating in
the field and which commonly feature this type of support, such as
process gas compressors and land based gas turbines.

The objective of this paper is to forward useful procedures for
in situ bearing parameter identification. The key feature of the
proposed methods is the requirement of minimal external equip-
ment, little or no changes to existing hardware, and the use of
measuring instruments commonly found in the field for machine
protection and monitoring.

Brief Review of Parameter Identification Methods
The discussion on bearing parameter identification methods fo-

cuses on their aptness for implementation in the field. The general
problem of bearing parameter identification requires measure-
ments �or estimates� of the bearing reaction force and rotor dis-
placements �response� due to controlled external load excitations.
Dynamic loads applied on the rotor or bearing housing �harmonic,
pseudorandom, or impulsive forces� allow estimation of the bear-
ing impedance functions in the frequency domain by direct mea-
surement of the applied load magnitude and the corresponding
rotor response. One of the most common test rigs for identifica-
tion of bearing parameters is one in which a �nearly� rigid shaft
rotates with no whirl allowed and supported on precision ball or
roller bearings �1�. The test bearing, installed at the rotor mid
span, is softly supported and free to whirl. Special mechanisms
apply static loads in any direction desired. Hydraulic or electro-
magnetic shakers attached to the test bearing outer shell exert
loads in two orthogonal directions. This configuration allows us to
conveniently vary the force field applied to the bearing, and to
control the eccentricity and amplitude of the bearing response.
Independent adjustment of the shaker frequency also allows
studying the frequency dependence of bearing force coefficients
�2,3�. Despite its merits as a tool for accurate parameter identifi-
cation leading to verification of predictive bearing models, this
excitation method requires elaborate experimental setup and ex-
pensive controls not suitable for field implementation.

One of the simplest excitation methods to generate an �appar-
ent� excitation load is to insert calibrated imbalance masses to the

Contributed by the International Gas Turbine Institute �IGTI� of ASME for pub-
lication in the JOURNAL OF ENGINEERING FOR GAS TURBINES AND POWER. Manuscript
received October 1, 2002; final manuscript received March 1, 2003. Assoc. Editor: H.
R. Simmons. Paper presented at the International Gas Turbine and Aeroengine Con-
gress and Exhibition, Atlanta, GA June 16–19, 2003, Paper No. 2003-GT-38583.

Journal of Engineering for Gas Turbines and Power JANUARY 2007, Vol. 129 / 205
Copyright © 2007 by ASME

Downloaded 02 Jun 2010 to 171.66.16.106. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



rotor, so that the centrifugal force excites the rotor-bearing sys-
tem. In general, the resulting identification equations generated by
imbalance excitations tend to be ill-conditioned, and most experi-
mental identifications show considerable scatter of results �4�.
However, despite the limitations, this method is appealing for in
situ identification of bearing parameters due to the minimal re-
quirements of external excitation systems and easiness of imple-
mentation in the field.

Another method for bearing excitation consists of applying pe-
riodic or random loads by means of shakers. This method requires
vast instrumentation and a more elaborate signal processing pro-
cedure that includes generation of the excitation signals and cal-
culation of power spectral densities if noise from the bearing fluid
flow occurs in the same range as the frequencies of interest �5�.
These factors limit its applicability as a suitable procedure for
ready implementation in the field.

Transient loading of rotor-bearing systems �from impact loads,
for example� is yet another option for bearing parameter identifi-
cation. This method has the advantage of exciting a broad range of
frequencies in a single experiment, considerably reducing the ex-
perimental effort and identification time. Besides, repetition of the
experiment is extremely simple, allowing for economical averag-
ing and variability studies. Furthermore, this method does not re-
quire as expensive instrumentation and preparation effort as the
procedures discussed above. Nicholas et al. �6� suggest the use of
frequency response functions obtained by impacts applied to the
housing of turbomachines as a means to improve predictions of
rotor response. Marscher �7� uses impact tests to identify natural
frequencies and damping ratios of rotor-bearing systems that have
large noise to signal ratios using a particular time window. Nord-
mann and Shollhorn �8� identify eight bearing parameters �four
stiffness and four damping coefficients� in a symmetric rotor sup-
ported on identical journal bearings using impact excitations di-
rectly applied to the rotating shaft. The authors regard the bearing
parameters as constant over a frequency range and use curve fit-
ting of the frequency response �mobility� function amplitudes de-
termined from the Fourier transform of the measured displace-
ments and force. The method renders excellent correlation with
theoretical predictions in the range of Sommerfeld numbers
�0.75–2.3� for cylindrical journal bearings.

Diaz and San Andrés �9,10� discuss in more detail the fre-
quency domain and the time domain based identification methods

applied to bearing and seal elements in rotating machinery. A
companion paper �11� presents the application of the imbalance
response method for identification of force coefficients with ap-
plication to the rotor-bearing configuration presented herein.

Test Rig and Bearing Supports
Figure 1 depicts the test rig for rotordynamic measurements and

application of impact loads. The apparatus consists of a three-disk
�rigid� rotor supported on a pair of identical bearings housed in
bearing pedestals resting on a thick steel plate. The plate is at-
tached to a concrete table isolated from the laboratory floor by a
bottom steel plate and elastomeric material. De Santiago and San
Andrés �12� fully describe the test rig and lubrication system used
for measurements of rotor response to imbalance and verification
of squeeze film damper characteristics. The rotor has the size and
inertia properties similar to those found in small aircraft gas tur-
bines. Figure 1 includes the major rig dimensions and Table 1
presents a summary of the rotor inertia properties.

Fig. 1 Test apparatus used for bearing parameter identification and special fixture used to deliver impacts

Table 1 Test rotor geometry characteristics and inertia
properties

Mass �including half of flexible
coupling� �m�

45.3 kg �99.8 lb.�

Rotor transverse moment of
inertia �IT�

0.704 kg m2 �2406 lb in.2�

Rotor total polar inertia �IP� 0.299 kg m2 �1022 lb in.2�

Shaft main diameter 76.2 mm �3.00 in.�
Total rotor length 673 mm �26.50 in.�
Bearing span 406 mm �16.0 in.�
Rotor cg location from drive
end

285 mm �11.2 in.�

Distances from cg to bearing
locations �l1 , l2�

217 mm
�8.54 in.�

189 mm
�7.44 in.�

Distances from cg to planes of
impact excitation �d1 ,d2�

0 mm 0 mm

Distances from cg to location of
displacement sensors �s1 ,s2�

146 mm
�5.75 in.�

119 mm
�4.69 in.�
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Currently, the test rig features a support bearing consisting of a
flexible pivot tilting pad journal bearing �FPJB� in series with a
squeeze film damper of the integral type. Figure 2 shows a sche-
matic of the combined bearing support, and Table 2 presents the
components main dimensions, including measured clearances and
lubricant properties. The test damper consists of two �outer and
inner� rings connected with four pairs of S-shaped structural
springs machined with the EDM process. After the static load is
applied �rotor weight�, a small clearance of 229 microns
��9 mils� separates the two rings and forms the damper land
where the lubricant film generates the viscous dissipation forces.
The damper land is thus sectioned by the springs into four pads
with an arc extent of 52 deg. Lubricant enters the film lands
through four radial holes located around the damper outer ring,
and a groove machined on the outer face of the ring forms a
plenum for lubricant supply once the damper seats in its housing.
The damper inner ring �also called damper journal� accommodates
the tilting pad bearing and provides a lateral orifice for indepen-
dent bearing lubricant supply. An inner groove machined on the
damper inner ring also forms a plenum from where the lubricant
enters the bearing radially at feed port locations between the pads.
The test bearing has four pads �70 deg in extent� flexibly attached
to an outer ring through integrally machined thin elastic beams
�pivots�. In the experiments, the bearings are installed in the
�gravity� load between pad configurations.

In the current experiments, an ad hoc fixture delivers impact
loads to the rotor middle disk while the rotor spins. The impact
force is transmitted through a tandem arrangement of �four� min-
iature ball bearings whose axis is aligned with the rotor main axis,
as shown in detail in Fig. 1. This arrangement of multiple bearings
is needed in order to share the impact load and to prevent failure
of the rolling elements. A medium-hardness rubber hammer im-
pacts an aluminum rod which slides in a bronze guide supported
on a metallic structure attached to the test rig base plate. A coil
spring returns the rod assembly to the initial position and an elas-
tomeric material overdampens the assembly motion. The alumi-
num rod transmits the load through a calibrated load cell that
measures the total applied load to the rotor. The opposite end of
the load cell features a special yoke mechanism upon which the
miniature bearings are installed. In all experiments, special care is
taken to ensure that the axes of the impact mechanism aligns with
the corresponding radial directions �x ,y� and perpendicular to the
rotor axis of rotation. The resting position of the ball bearings is
no more than 0.5 mm from the rotor disk surface to minimize
inertia effects and undesirable signal noise arising from bouncing
after the shock. After installation of the impact delivery fixture on
the test rig, a detailed calibration of all mechanical components
and the instrumentation followed.

The main rig instrumentation consists of two pairs of eddy cur-
rent displacement transducers located on the inboard side of the
bearing housings that measure the rotor motion in the two or-
thogonal directions �x ,y�. An optical tachometer provides a refer-
ence signal to the acquisition system for further signal filtering
and to a digital display of rotor speed. Two piezoelectric load cells
in the impactor mechanism provide time signals of the applied
loads on the rotor. The data acquisition system consists of a high
speed, simultaneous multichannel unit interfaced to a PC. Driver
software developed includes pretriggering to ensure that the im-
pact force signal is completely acquired within the time record of
an experiment.

Identification Procedure
The identification method in �8� is readily adapted for estima-

tion of frequency dependent force coefficients in complex bearing
supports, as is the case for the series FPJB-SFD tested. The re-
corded critical speeds of the rotor-bearing system �12� equal
2900 rpm and 6100 rpm, corresponding to �rigid rotor� cylindrical
and conical motions, respectively. The first rotor elastic mode is
estimated at 12,000 cpm from a transfer matrix model, and well
above the maximum frequency of interest ��70 Hz�. Thus, the
motion of the test rotor on the bearing supports �series FPJB-SFD�
is modeled as a four-degree of freedom system including the cy-
lindrical and conical modes of vibration excited in the frequency
range of interest. Figure 1 depicts the coordinate system notation
used in the analysis. In the frequency domain, the equations of
motion for a perfectly balanced rotor and bearing support system
reduce to the algebraic form

− �2Mqo + j��Gqo + j�Cqo + Kqo = Eo �1�

where M, and G are the �4�4� inertia and gyroscopic moments
matrices, and C and K are the �speed and frequency dependent�
bearing support damping and stiffness matrices. The Appendix
lists the terms in these matrices. � is the rotor speed and � is a
selected excitation frequency. The response vector qo
= �x1 ,x2 ,y1 ,y2�T contains the complex amplitudes of motion �x ,y�
at the bearing locations �1,2�. Prior to the transformation into the
frequency domain, E�t� is the transient rotor excitation �impact
load� given by the generalized vector:

Fig. 2 Combined integral damper and flexure pivot bearing
used for parameter identification

Table 2 Integral squeeze film damper and flexure pivot tilting
pad bearing main dimensionsa

Squeeze film damper 4 pads �52 deg�

Damper land radius 48.26 mm �1.900 in.�
Land clearance �centered� 0.229 mm �9 mils�
Damper axial length 23.00 mm �0.910 in.�

Flexure pivot TPJB 4 pads �70 deg�

Nominal diameter 30.15 mm �1.187 in.�
Axial length 22.9 mm �0.902 in.�
Radial clearance 0.076 mm �3 mils�
Pad preloadb /pivot offset 0.405/0.5
Pad rotational stiffness 40 N m/rad �354 lb. in./ rad�

Static load between pads

Drive end bearing 247.3 N �55.5 lb.�
Free end bearing 198.2 N �44.5 lb.�

aLubricant: ISO VG10 oil, average inlet viscosity ���: 15.76 cP at 24.4 °C �76 °F�.
bDimensionless.
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E�t� = �
�

i

Fix

�
i

diFix

�
i

Fiy

�
i

diFiy

� = �
F1x + F2x + ¯

d1F1x + d2F2x + ¯

F1y + F2y + ¯

d1F1y + d2F2y + ¯

� �2�

where F1x�t� ,F2x , . . . ,F1y ,F2y , . . . are the excitation forces �im-
pacts� applied at the ith location along the rotor and at a distance
di from the rotor center of mass. Note that Eq. �1� holds at any
constant rotor speed � and at any particular frequency �. At the
rotor speed �, the steady state response is of the form q
=qo ej�t. This response at �=� defines the synchronous rotor
response solely due to the impact excitation. In practice, an ad-
equate procedure must filter out the remnant imbalance and syn-
chronous noise components �due say to shaft eccentricity� for sat-
isfactory identification of synchronous force coefficients at this
frequency.

From Eq. �1�, the bearing support reaction forces are expressed
as the product of a response matrix Q and a vector of �stiffness
and damping� parameters P, and decomposed along the x and y
directions, as

QxPx = �Eo + ��2M − j��G�qo�x = ET
x �3a�

QyPy = �Eo + ��2M − j��G�qo�y = ET
y �3b�

where

Qx = 	 qo
T

qo
Tl



2�4

Px = �Zxx1,Zxx2,Zxy1,Zxy2�T �4�

with l as a diagonal matrix with components l̄= �l1 , l2 , l1 , l2�T. Zij

are the complex bearing impedance functions defined as �Kij

+ j�Cij�ij=x,y. Similar relationships hold for Qy and Py. The sub-
indices 1 and 2 correspond to the bearing supports on the free and
drive end sides of the rotor, respectively.

Vibration data generated by two impacts A and B producing
linearly independent responses can be stacked and Eqs. �3� render
Px and Py from

Px = Q̄x−1
ĒT

x �5a�

Py = Q̄y−1
ĒT

y �5b�

where matrix Q̄x,y and vector ĒT
x,y result from stacking data from

the two tests. Each of the identification Eqs. �5� represent four
complex equations with four unknown impedances along each
direction �x ,y�, thus rendering a total of eight stiffness and eight
damping coefficients. The conditions for linear independence of
Eqs. �5� depend on the axial location and on the direction of the
applied load. These conditions can be stated from the definition of
the excitation vector in Eq. �2�. Recall that Fi�x,y��t� represent im-
pact loads applied along directions x ,y on the rotor. Consider the
case of a single impact applied at a time. The excitation in test B
is linearly independent from the one applied in test A by simply
shifting the excitation location along the rotor, even if the impact
is applied in the same direction, i.e.

EA�t� = �
F1x

d1F1x

0

0
�

EB�t� = �
F1x

d2F1x

0

0
� �6�

EB is linearly independent from EA if d1�d2. Applying impacts
first in one direction and then in an orthogonal direction also
yields linearly independent excitation vectors, even if the axial
location of the impacts is the same. Impact loads may be applied
at the rotor center of gravity �d1=0� or away from it. Assuming
the bearings supports’ coefficients to be identical1 reduces the
number of impedances to 4, and full identification is possible with
only one impact excitation. In all cases, several consecutive im-
pacts at the same rotor speed provide redundant data for error
minimization.

Most times, measurements of the rotor response are not taken at
the bearing locations. In this case, a simple geometrical transfor-
mation using the rigid rotor consideration allows the use of re-
corded rotor responses x ,ys1 , x ,ys2 at locations s1 and s2 away
from the rotor center of gravity �cg�.

Experiments and Discussion of Results
This section presents the results of bearing support force coef-

ficients identified at a rotor speed of 2000 rpm. Impacts were de-
livered at the rotor middle disk coinciding with its cg and the
transient response measured at two axial locations. The test pro-
cedure included five repetitions of the impact excitation along
each direction �x ,y, horizontal and vertical�. Extensive tests
showed a linear rotor response with respect to the applied load
amplitude. Thus, an averaging process in the frequency domain
was performed to each group of five measurements �x ,y� after a
run out �synchronous speed� filter was applied to each recorded
time response.

Figure 3 shows a typical time trace of the recorded rotor re-
sponses at the drive end, horizontal �x2� location before and after
filtering of the shaft run out motion. The filter subtracts the shaft
run out from the recorded dynamic signal in a point-by-point pro-
cedure from left to right and from right to left in the time window.
Notice from Fig. 3 that a pretrigger of about 40 ms is used in the
acquisition, thus allowing us to capture a full period of shaft run
out for filtering. Figure 3�b� shows the filtered signal in the fre-
quency domain and compared with a frequency-domain-based fil-
ter. The use of time filtering is preferred in this case because
frequency-based filters require a more elaborate synchronized ac-
quisition of a full shaft run out time record. In contrast, time
filtering requires only a short pretrigger time for acquisition.

Presently, rotor transient motions in a direction orthogonal to
that of an impact are very small and due only to cross-coupled
force effects, which are known to be small for the test bearing
support elements. The transient responses in the main direction of
impact die out rapidly within the recorded time elapsing a few
periods of synchronous rotor motion. Typical magnitudes of rotor
transient motion after the release of the load are in the order of
25 microns ��1 mil� 0-pk for the first peak. The time decay of the
peak amplitudes denotes viscous damping with some amount of
Coulomb damping, probably from the structural components of
the bearing. Note that the fundamental period of rotor motion is
about 20 ms �48 Hz�, i.e. approximately 16 times longer than the
duration of a typical impact load. Reference �13� shows a detailed
explanation of the measurements and identification procedure.

Figure 4 shows the identified �a� direct and �b� cross-coupled
stiffness and damping coefficients for the two bearing supports at
a rotor speed of 2000 cpm �33.3 Hz�. The results presented are for
a total of five averaged impacts. The figure also presents predic-

1This condition assumes identical bearing supports, similar lubricant operating
conditions and equal static load.
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tions, to be discussed later. The estimated bearing support force
coefficients represent equivalent values for the FPJB in series with
a SFD. Stiffness coefficients are very similar for the two bearing
supports and along the two directions �x ,y�. The vertical direct
stiffness �Kyy� of the drive end support �subindex 2� is slightly
larger than the vertical stiffness of the free end throughout the
frequency range, as a result of the larger load supported by the
bearing at the drive end. Stiffness coefficients remain nearly in-
variant up to a frequency of 40 Hz ��1.2 times the synchronous
rotor speed frequency� and then decrease sharply until 60 Hz,
above the rotor-bearing system’s first natural frequency �48 Hz�.
At this frequency �60 Hz�, there is a clear distinction between the
stiffness of the drive end and free end bearing supports, the drive
end bearing presenting a larger stiffness �approximately 70%
larger�. Also at this frequency of 60 Hz, the equivalent direct stiff-
nesses in the vertical and horizontal directions are practically
identical.

Figure 4 also depicts the identified bearing support damping
coefficients in the main directions �x ,y�. Experimental identifica-
tion of damping coefficients at low frequencies is not accurate due
to the smallness of the damping forces developed. Damping coef-
ficients around the synchronous frequency do not present a defi-

nite trend and appear more sensitive to small variations in the
rotor response than the stiffness coefficients. The identified direct
damping coefficients remain nearly invariant in the range of
37–53 Hz; and then show a sharp increase at higher frequencies,
in particular the damping coefficients of the free end bearing
�Cyy�. In general, identified direct damping coefficients in the ver-
tical direction are larger than those along the horizontal direction.

The values of identified cross-coupled stiffness and damping
coefficients remain small for the entire range of frequencies, as
displayed in Fig. 4. Note the differences in the scales for the
depiction of direct and cross-coupled stiffness coefficients. Cross-
coupled damping coefficients are virtually null with some pertur-
bations at the running speed. Cross-coupled stiffness coefficients
remain bounded, with magnitudes at most 20% of the direct stiff-
nesses. Furthermore, cross-coupled stiffness coefficients have the
same sign over the entire frequency range considered.

Predictions for the equivalent bearing support coefficients in-
volve estimation of the equivalent impedances from the integral
squeeze film damper and tilting pad bearing elements. Based on
earlier measurements with this type of mechanical element �12�,
the damper structural stiffness and damping coefficients equal
3.4 MN/m and 950 N s/m, respectively, constants over the range

Fig. 3 Digital vibration signal filtering. „a… Original time record and time-based filtered signal; „b… DFT of filtered signal and
comparison with a frequency-based synchronized filter.
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of frequencies tested. On the other hand, tilting pad bearing force
coefficients are well known to be frequency dependent. Reference
�14� details the bearing flow model used for prediction of flexure
pivot tilting pad bearing force coefficients. The predicted com-
bined support stiffness and damping coefficients include the
damper journal attachment mass ��1.2 kg� and show a modest
dependency on the frequency of rotor excitation. This small
change of the �analytical� equivalent stiffness with respect to fre-
quency is due to the large amounts of predicted damping from the
tilting pad bearing. The experimentally derived parameters dem-
onstrate that predictions resemble closely the direct stiffnesses and
slightly overpredict the direct damping coefficients. Predicted
cross-coupled damping coefficients are also nearly null, whereas
cross-coupled stiffnesses are of the same magnitude but opposite
in sign as those derived from the tests and identification
procedure.

Note that the direct stiffness identified at low frequencies cor-
responds with the damper structural stiffness �3.4 MN/m�. The
sharp decrease in identified stiffness coefficients as frequency in-

creases suggests that inertial effects from other components not
considered in the rotordynamic model are present in the measured
response, probably as a result of a test rig steel base plate reso-
nance. It is also possible that the SFD and FPJB show much
stronger frequency effects than previously known.

Effect of Response Averaging on Parameter Identification
From Impact Response Measurements. The high quality of the
instrumentation used in the experiments warrants a small uncer-
tainty in the magnitude of the identified coefficients �maximum
values of uncertainty amount to less than ±3%� as derived for a
single experiment �13�. However, averaging of multiple test fre-
quency responses offers a way to estimate the “true” values of the
support force coefficients. Two impacts along each of the direc-
tions �x ,y� suffice to identify the support parameters, for example.
Multiple impacts �with their associated responses� increase rap-
idly the number of data pairs available for estimation of the force
coefficients. Note that repeated delivered impacts are not strictly
identical nor the measured rotor responses.

Fig. 4 Identified frequency-dependent bearing force coefficients and comparison with predicted parameters for the combined
ISFD-FPJB bearing support. „a… Direct force coefficients; „b… cross-coupled force coefficients.
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In the experiments, the rotor is impacted several times along
both directions �x ,y�; and thus, each time there is a larger number
of paired responses that the identification procedure can use to
identify the system parameters. Figure 5 depicts the effects of
multiple frequency response averaging on the direct stiffness and
damping coefficients at a particular frequency �25 Hz� for the free
end bearing support. In the figure, the horizontal axis shows the
number of data pairs used in the identification, 16 being the maxi-
mum. The results shown make patent the beneficial effect of in-
creasing the number of impact pair responses to estimate actual
parameters. For example, increasing the number of pairs in the
averaging beyond 9 pairs does little to improve the direct stiffness
�Kxxl� variability range. Thus, three impacts along each direction
may suffice for a satisfactory identification of bearing stiffness
coefficients.

Figure 5 also shows the identified direct damping coefficient
�Cxxl� as a function of the number of averages used in the identi-
fication. The damping coefficient shows large variability scatter-
ing, spread in a range of up to two times its mean value. However,
the trend is clear, i.e., increasing the number of averages does
bring the identification process to converge towards the mean
�true� value. For the frequency shown, 16 impacts are necessary to
provide a reliable value of damping. The cross-coupled stiffness
coefficients, not shown for brevity, have a similar trend to that of
the direct damping coefficients, but with less variability with re-
spect to the number of averages. In this case, 10 averages suffice
to converge to a unique value.

In order to validate the identified bearing parameters, the rigid
rotor model of Eq. �1� is used to predict the rotor response at the
locations of measurement under known experimental excitations.
Figure 6 shows the measured �symbols� and predicted �lines� rotor
responses resulting from an impact. The predictions shown are
based on �a� the estimated bearing support parameters and �b� the
analytically derived bearing support force coefficients. The ex-
perimental response shown was not used in the identification pro-
cedure, and thus represents a truly independent record. The pre-
dicted rotor displacements �from identified parameters� in the
directions of impact follow closely the experimental responses
�amplitude and phase�, thus indicating that the identified coeffi-
cients accurately represent the bearing support characteristics.

Fig. 5 Identified direct stiffness and damping coefficients as a
function of the number of „impact… paired responses used. Op-
erating condition: rotor speed=20,000.

Fig. 6 Comparison of measured and predicted rotor forced response at bearing locations. Impact in horizontal direction.
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Conclusions
The paper details a procedure �along with experimental valida-

tion� for identification of rotordynamic force coefficients of a se-
ries bearing support �FPJB-SFD�. Identification of frequency-
dependent bearing force coefficients at constant rotor speed
requires measurements of the rotor responses to impact loads de-
livered along two orthogonal directions and/or in two characteris-
tic axial planes.

Identification from impact excitations of the FPJB-SFD series
support indicates that the equivalent damping force coefficients
are not strong functions of the frequency of excitation. On the
other hand, identified equivalent direct stiffness coefficients seem
to be affected by other rig component dynamics that reduce the
stiffness values at frequencies above the first natural frequency of
the rotor-bearing system �48 Hz�. In general, predicted �analyti-
cal� bearing force coefficients show good agreement with the ex-
perimentally derived coefficients within the frequency range of
identification.

The identification procedure developed is limited to the case of
nearly rigid rotors. Presently, the method is being extended to-
wards its implementation with flexible rotors. Another important
limitation of the experimental procedure described is that a special
mechanical arrangement must be devised to deliver the impact
loads. A viable alternative is to impact the machine casing instead
of the rotating structure. In this case, an appropriate model of the
support structure is necessary.
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Nomenclature
C � rotor-bearing system damping matrix
C � bearing damping force coefficient �N s/m�
d � distance from impact plane to rotor CG �m�
E � transient rotor excitation vector
F � force �N�
G � gyroscopic moments matrix
IT � rotor total transverse moment of inertia

�kg m2�
IP � rotor total polar moment of inertia �kg m2�

j � �−1 Imaginary unit
K � rotor-bearing system stiffness matrix
K � bearing stiffness force coefficient �N/m�
L � bearing span, L= l1+ l2 �m�

Lb, Ld � bearing and damper elements axial length �m�
l � distance of bearing location to rotor CG �m�

M � system mass matrix
M � total rotor mass �kg�
P � vector of system parameters
q � rotor response vector
Q � matrix of responses for parameter identification
s � distance from sensor location to rotor CG �m�
t � time �s�

�x ,y� � coordinates of rotor motion �m�
Z � bearing impedance �Z= �K+ j�C�� �N/m�
� � frequency of rotor speed �rad/s�
� � frequency of excitation �rad/s�

Appendix: Model Matrices Definition
The test rotor is modeled as a four degree of freedom system.

The matrices in Eq. �1� are defined as

M =
1

L�
Ml2 Ml1 0 0

− IT IT 0 0

0 0 Ml2 Ml1

0 0 IT − IT

�
G =

1

L�
0 0 0 0

0 0 − IP IP

0 0 0 0

− IP IP 0 0
�

K = �
Kxx1 Kxx2 Kxy1 Kxy2

− Kxx1l1 Kxx2l2 − Kxy1l1 Kxy2l2

Kyx1 Kyx2 Kyy1 Kyy2

Kyx1l1 − Kyx2l2 Kyy1l1 − Kyy2l2

�
C = �

Cxx1 Cxx2 Cxy1 Cxy2

− Cxx1l1 Cxx2l2 − Cxy1l1 Cxy2l2

Cyx1 Cyx2 Cyy1 Cyy2

Cyx1l1 − Cyx2l2 Cyy1l1 − Cyy2l2

�
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Field Methods for Identification of
Bearing Support Parameters—
Part II: Identification From Rotor
Dynamic Response due to
Imbalances
This paper describes a procedure suitable for field implementation that allows identifi-
cation of synchronous bearing support parameters (force coefficients) from recorded
rotor responses to imbalance. The experimental validation is conducted on a test rotor
supported on two dissimilar bearing supports, both mechanically complex, each compris-
ing a hydrodynamic film bearing in series with a squeeze film damper and elastic support
structure. The identification procedure requires a minimum of two different imbalance
distributions for identification of force coefficients from the two bearing supports. Pres-
ently, the test rotor responses show minimal cross-coupling effects, as also predicted by
analysis, and the identification procedure disregards cross-coupled force coefficients
thereby reducing its sensitivity to small variations in the measured response. The proce-
dure renders satisfactory force coefficients in the speed range between 1500 and
3500 rpm, enclosing the rotor-bearing system first critical speed. The identified direct
force coefficients are in accordance with those derived from the impact load excitations
presented in a companion paper. �DOI: 10.1115/1.2227034�

Introduction
The identification of bearing parameters is traditionally con-

fined to laboratory environments, which rarely present the same
operating characteristics as in actual practice. Methods to identify
in situ bearing force coefficients are available, although their ap-
plication is limited due to their excessive complexity �mechanical
and analytical�. However, state of the art instrumentation, readily
available in high performance machinery, enables the application
of simpler methods that rely on customary measurements of rotor
vibration response.

The design of turbomachinery relies on the accurate prediction
of rotor response to imbalance. Synchronous bearing support
force coefficients are largely responsible for the response charac-
teristics of turbo rotors; and frequently, are the source of discrep-
ancies between predicted and measured responses. Furthermore,
the use of mechanically complex supports to better address the
increasingly stringent vibration limits and stability margins �i.e.,
series damper-bearings� calls for the development of suitable
identification methods to verify in the field predicted bearing sup-
port synchronous force coefficients.

The general problem of bearing parameter identification re-
quires measurements �or estimates� of the bearing force �excita-
tion� and rotor displacements �response�. There are currently nu-
merous methods advanced for bearing parameter identification.
Excitation sources that allow estimation of the bearing impedance
functions include harmonic forces, pseudorandom periodic excita-
tion, rotor imbalance, and transient impulse loads �impacts�,
among others. A companion paper �1� presents the application of
impact loads to identify frequency-dependent bearing force coef-
ficients at a constant running speed.

One of the simplest excitation methods to generate an �appar-
ent� excitation load is to apply calibrated imbalances to the rotat-
ing shaft, so that the centrifugal force excites the system. Many
identification methods, most applied in the laboratory, restrict
their attention to point mass �rigid� rotors and identical bearing
supports �2–5�. However, actual rotating machinery often features
bearing supports that are different on each end of a rotor. Further-
more, most turbo rotors are not symmetrical, and the bearings on
both ends carry different static loads. In overhung rotors, the load
differences can be dramatic. Thus, bearing force coefficients differ
largely between the drive and free ends of a rotor �even in the case
of identical bearings�. Thus, it is necessary to extend the previous
methods by including the effect of rotor dynamics if in situ iden-
tification is to become viable �without means to measure transmit-
ted forces through the bearings�. The resulting model then in-
cludes the rotor mass moment of inertia properties as well as
gyroscopic effects. Then, the extended set of equations of motion
provides enough information to derive estimates for the eight
force coefficients �stiffness and damping� for each support bearing
at a single speed or excitation frequency.

In general, the system of equations generated by imbalance
excitations tends to be ill-conditioned, and most experimental
identifications show considerable scatter of results �6�. However,
in spite of the known limitations, this method continues to appeal
as an in situ identification procedure since it does not require
external load excitation and is ready for implementation in instru-
mented rotor bearing systems �vibration sensor conditioned�. Lee
and Hong �7� estimate speed-dependent synchronous bearing co-
efficients of two different bearings supporting a rigid rotor by
separating the forward and backward whirl frequency responses
resultant of the gyroscopic moments. However, this cumbersome
procedure is not necessary since the measured vibration already
contains both whirl components, and the noted distinction is per-
functory. The procedure in �7� fails to identify force coefficients
from isotropic bearings since the identification matrix becomes
singular. Tieu and Qiu �8� also identify 16 synchronous coeffi-
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cients of two bearings supporting a rigid rotor from two or more
imbalance response measurements. The authors utilize unfiltered
responses and forward a numerical procedure to minimize noise
influence. The experimental results show good correlation with
theoretical predictions of force coefficients for a cylindrical jour-
nal bearing. Note that the procedure could have used filtered syn-
chronous responses and avoided entirely the issue of high fre-
quency noise.

The key features of a successful method for ready field imple-
mentation are minimal external equipment, little or no changes to
existing hardware, and the use of measuring instruments com-
monly used in machine protection and monitoring. Recognize
that, in modern turbomachinery, more stringent vibration limits
promote the use of flexible supports �combined or series bearings�
which offer advantages of reduced force transmissibility and con-
trol in critical speed positioning. However, flexible supports in-
crease the complexity of the identification procedures since the
equivalent bearing parameters become speed and frequency de-
pendent. Presently, the objective is to further extend and validate
the methods in �7,8� to identify parameters for two dissimilar
mechanically complex bearing supports.

Experimental Facility and Test Bearings
The bearing configuration for testing the identification proce-

dure is the combined support hydrodynamic fluid film bearing and
squeeze-film damper �SFD�. Reference �9� describes in detail the
test rig, lubrication system and instrumentation. Figure 1 shows
the test rig and mayor bearing support components. The drive end
support features a Flexure Pivot Tilting Pad Bearing �FPJB� in
series with an integral SFD, while the free end support comprises
a plain cylindrical hydrodynamic bearing in series with a conven-
tional cylindrical SFD and an elastic structural support emulating
a squirrel cage.

Figure 2�a� shows a schematic view of the FPJB-ISFD bearing
support, and Table 1 summarizes the rotor dimensions and char-
acteristics of the support components. This novel support has ad-
vantages of compactness, integral construction and lightweight.
Most importantly, it offers increased rotordynamic stability, con-
trol of critical speed positioning, and reduced force transmissibil-
ity �9�.

The cylindrical bearing at the free end has the same nominal
diameter as the tilting pad bearing and an even radial clearance of
0.051 mm �2 mils�. Figure 2�b� shows this support at the free end
and Table 1 summarizes its main characteristics. The SFD is iden-
tical in dimensions as the integral damper �radius, land length, and

Fig. 1 Test rig for measurements of imbalance response of rotor supported on hydrodynamic
bearings and squeeze film dampers

Fig. 2 Series supports composed of squeeze film damper and
fluid film bearing used for equivalent parameter identification
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radial clearance�, but the land extends over the full circumference
of the damper. A squirrel-cage type centering spring provides ra-
dial stiffness to the damper in the free end.

The test rotor features equally-spaced threaded holes in each
one of the three disks where calibrated imbalance masses can be
attached at radii of 114.3 mm �4.50 in.� for the two largest disks
and 95.25 mm �3.75 in.� for the smaller disk. The data acquisition
system allows recording and filtering of synchronous vibration
vectors, as well as compensation for shaft run out at low speeds.
This feature is particularly important in the current experiments
since only the synchronous response is needed for identification of
bearing force coefficients.

Description of Identification Procedure
A four-degree of freedom system models the dynamics of the

test rotor and support bearings �1�. The rotor is regarded as rigid
since its first bending critical speed is at around 12 krpm, well
above the maximum speed of the measurements �9,1�. The equa-
tions of motion for the rotor bearing system are

Mq̈ + Cq̇ + �Gq̇ + Kq = Fo ej�t �1�

where M, C, and K are the �4�4� inertia, damping and stiffness
matrices and G is the gyroscopic moments matrix given in the
Appendix of the companion paper �1�. � is the rotor speed, j
=�−1, and t is time. F=Fo ej�t is the “excitation” force vector
derived from the imbalance masses attached at two axial planes on
the rotor. The response vector �q� in Eq. �1� is q=qo ej�t, with
qo= �x1 ,x2 ,y1 ,y2�T, containing the complex amplitude of vibration
at the bearing locations �1, 2� and in two orthogonal directions
�x ,y� corresponding to the speed �.

The generalized imbalance vector �Fo� in �1� is given by

Fo = �
f1 + f2

− j�f1 + f2�
− f1d1 + f2d2

− j�f1d1 − f2d2�
��2 �2�

where the imbalance functions f1 and f2 are f1=m1r1 e−j�1 and
f2=m2r2 e−j�2 with m1 and m2 as the imbalance masses attached at

Table 1 Summary of rotor inertia properties and complex test bearings geometrya

Rotor total mass �including half of flexible coupling�
�M�

45.3 kg
�99.8 lb.�

Rotor total transverse moment of inertia 0.704 kg m2

�2406 lb. in.2�
Rotor total polar inertia 0.299 kg m2

�1022 lb. in.2�

Shaft main diameter 76.2 mm �3.00 in.�
Total rotor length 673.1 mm �26.50 in.�
Bearing span 406.4 mm �16.0 in.�
Rotor cg location from left end 285.0 mm �11.2 in.�

Radii of imbalance �r1 ,r2� 95.3 mm
�3.75 in.�

114 mm
�4.5 in.�

Distances from cg to bearing locations �l1 , l2� 217 mm
�8.54 in.�

189 mm
�7.44 in.�

Distances from cg to planes of imbalance excitation
�d1 ,d2�

102 mm
�4.01 in.�

67 mm
�2.54 in.�

Distances from cg to location of proximity probes �s1 ,s2� 146 mm
�5.75 in.�

119 mm �4.69 in.�

Squeeze film damper

Damper land radius 48.26 mm �1.900 in.�
Land radial clearance �centered� 0.229 mm �9 mils�
Damper axial length 23.00 mm �0.910 in.�
Drive end: Integral type, 4 pads, arc extent: 52 deg
Free end: Fully cylindrical

Fluid film bearings

Drive end Type: FPJB, 4 pads �70 deg�

Bearing nominal diameter 30.15 mm �1.187 in.�
Bearing axial length 22.9 mm �0.902 in.�
Bearing radial clearance 0.076 mm �3 mils�
Pad preloadb/ pivot offset stiffness .0405/0.5
Pad rotation 40 N m/rad �354 lb. in./ rad�

Free end: Type: plain cylindrical
Bearing radial clearance 0.051 mm �2 mils�

Static load on bearings

Drive end bearing �between pads� 247.3 N �55.5 lb.�
Free end bearing 198.2 N �44.5 lb.�

aLubricant ISO VG 10 oil, average viscosity ��� 15.76 cP at 24.4°C �76°F�.
bDimensionless.
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radii r1 and r2 and at circumferential locations �1 and �2, respec-
tively. These angles are physically measured from the key-phasor
mark on the rotor, and taken as positive in a direction opposite to
its rotation. The key-phasor mark provides also a reference for
measurement of the phase angle of rotor response. In Eq. �2� the
subindices �1, 2� represent different axial planes on the rotor. The
excitation forces in �2� cannot be measured but only estimated
from the known imbalance distribution. Incidentally, the ampli-
tude of the “excitation” force is proportional to the power 2 of
rotor speed, and thus it is small in magnitude at low rotor speeds.
Note that imbalance inherently renders a phase angle of 90 deg
between the “excitations” along the �x� and �y� directions.

At steady state, Eq. �1� becomes

j�Cqo + Kqo = Fo + ��2M − j�2G�qo �3�
where the left-hand side contains the bearing support reaction
forces and moments in terms of the unknown damping and stiff-
ness force coefficients. In the procedure, these forces and mo-
ments are expressed as the product of a response matrix Q, and a
vector of bearing support �stiffness and damping� parameters �im-
pedances� P, i.e., along the x and y directions,

QxPx = �Fo + ��2M − j�2G�qo�x = FT
x �4a�

QyPy = �Fo + ��2M − j�2G�qo�y = FT
y �4b�

where

Qx = � qo
T

qo
Tl
	

2x4

Px = �Zxx1,Zxx2,Zxy1,Zxy2�T �5�

with l as a diagonal matrix with components l̄= �l1 , l2 , l1 , l2�T. Zij

are the complex bearing impedance functions defined as 
Kij

+ j�Cij�ij=x,y. Similar relationships hold for Qy and Py. The sub-
indices 1 and 2 correspond to the bearing supports on the free and
drive end sides of the rotor, respectively. The impedance functions
represent the equivalent action of the fluid film bearing and
squeeze film dampers operating in series. The method does not
aim to characterize fully each of the bearing components, but
rather its combined action on the rotor response.

Stacking two linearly independent imbalance responses �A ,B�
at a particular rotor speed �, renders the identification equations

Px = Q̄x−1
F̄T

x �6a�

Py = Q̄y−1
F̄T

y �6b�

where Q̄x,y and F̄T
x,y are the response matrix and impedance vector

containing data from the two tests. The condition for linear inde-

pendence of the row vectors in the response matrix Q̄x,y is ob-
tained from the solution of �3� for the response vector qo,

qo = �− �2M + j�2G + j�C + K�−1Fo �7�
Equation �7� merely establish a linear transformation, and thus

two linearly independent �l.i.� excitations FoA and FoB generate
linearly independent responses qoA and qoB. The conditions for
linearly independent excitations can be stated from the definition
of the excitation vector Fo �Eq. �2��. The excitation in test B is
linearly independent from that of test A by shifting the location
and/or magnitude of the imbalance masses �m1 ,m2� at the two
imbalance locations and such that the resultant vector FoB is not a
�complex� multiple of the original vector FoA.

Note that “excitations” in only one imbalance plane cannot ren-
der linearly independent excitation vectors since the force vector
FoB can always be expressed as a multiple of FoA. Thus, two
imbalance planes are mandatory for identification of all sixteen
bearing parameters. Further analysis shows that force coefficients
from perfectly isotropic bearings will cause numerical singulari-

ties during the inversion of the response matrices Q̄x,y. The stated
procedure is not able to identify the force coefficients in this case.
However, assuming identical bearings on each end �for example,
when the bearings carry the same static load� or neglecting cross-
coupled force coefficients �if they are known to be small� reduces
the number of unknowns and simplifies the experimental require-
ments. These two last cases are of practical interest since most
fluid film bearings render anisotropic stiffness and damping force
coefficients �i.e., Kxx�Kyy, etc.�.

If measurements of the rotor response are not taken at the bear-
ing locations l1 and l2, a geometry transformation allows the use
of imbalance responses xp1 ,xp2 at locations s1 and s2 away from
the rotor center of gravity.

Numerical experiments �10� �not shown here for brevity� dem-
onstrate that the identification method based on measurements of
the rotor transient response is less sensitive to noise than the iden-
tification from rotor imbalance responses. In general, identifica-
tion of bearing parameters from imbalance responses is least sen-
sitive to noise at the system critical speeds because the amplitudes
of rotor motion are the largest, and thus the signal �response� to
noise ratio is a maximum. It is important to note that using two
axial planes for rotor excitation allows identification of all the
force coefficients from two bearings supporting the rotor.

Results of Identification for the System With Null
Cross-Coupling Forces

This section describes the experimental identification of bearing
parameters from the measured imbalance response. The combined
hydrodynamic bearing-squeeze film damper supports have speed-
dependent force coefficients. Predictions show that the equivalent
force coefficients representing the combined action of the fluid
film bearings and dampers change more as a function of rotor
speed than as a function of the excitation frequency.

As demonstrated by the identification of frequency-dependent
force coefficients in the companion paper �1�, equivalent cross-
coupled force coefficients of the FPJB-ISFD support are about
one order of magnitude smaller than the force coefficients in the
principal directions. Furthermore, measurements of rotor response
to imbalance with the hydrodynamic journal bearing and cylindri-
cal damper support show no trace of subsynchronous rotor vibra-
tion. Thus, a reasonable assumption in this case is that the cross-
coupled forces are small, and the identification procedure thus
ignores the cross-coupled coefficients to provide satisfactory iden-
tification of coefficients along the principal directions. The iden-
tification procedure requires only small changes for the case of
negligible cross-coupling force coefficients. Ultimately, only one
imbalance response is required for the identification since the
number of parameters is reduced by half.

Figure 3 shows the synchronous test rotor responses at the bear-
ing locations due to the imbalance condition presented in Table 2.
Imbalance masses are attached in two axial planes at the same
angular position and thus can be lumped into a single plane for
analysis purposes. At the system natural frequency, imbalance
forces are comparable in magnitude with the impact forces deliv-
ered in the previous experiments with impulse excitations, see �1�.
At higher frequencies, the forces developed by the imbalance are
much larger than those from impact excitations. The data acquisi-
tion system records rotor displacements at speed increments of
50 rpm. Notice that the identification Eqs. �5� allow full estima-
tion of coefficients at each individual speed, thus rendering the
speed-dependent synchronous bearing parameters.

Figure 3 depicts the rotor responses compensated for slow roll
and remnant imbalance vectors. The rotor response shows reso-
nance peaks between 2800 and 3100 rpm at the displacement sen-
sor locations. Note that the amplitudes of motion while crossing a
critical speed at the drive end bearing �x2 ,y2� are larger than the
amplitudes at the free end �x1 ,y1�. Figure 3 also shows the phase
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angles of response in the horizontal direction at both rotor axial
locations, with a clear shift occurring between 2600 and
3200 rpm.

Figure 4 shows the identified �synchronous� equivalent bearing
force coefficients along with predictions as a function of the rotor
speed. The figure also includes predictions, discussed later. The
equivalent denomination denotes the combined action of the hy-
drodynamic bearing in series with its corresponding squeeze film
damper. Equivalent stiffness coefficients remain almost constant
for speeds up to 3000 rpm, and then show a sharp decrease. This
drift is very similar to the trend presented by frequency-dependent
force coefficients identified above 40 Hz �2400 cpm� and associ-
ated with a table resonance �1�. Notice that the magnitudes of
stiffness at location 1 �free end� are slightly lower than the mag-
nitudes at location 2 �drive end�, due to the difference of the SFD
elastic support used. The identification procedure verifies that, at
low rotor speeds, the direct stiffnesses correspond to the structural
stiffnesses of the squeeze film dampers.

Identified equivalent synchronous damping coefficients de-
crease steadily as the rotor speed increases in most of the identi-
fication speed range. Also, damping coefficients at location 1 �free
end� are larger than the damping coefficients at location 2 �drive
end�. This is a direct result of the cylindrical damper that provides
larger damping forces to the free end bearing, as evidenced by the
smaller magnitude of response at this location �see Fig. 3�. Notice
that the identified equivalent damping coefficients at lower speeds
show larger variations because rotor displacements are also small

and, consequently, damping forces are also small. The best range
for identification of damping coefficients is clearly around the
critical speeds where amplitudes of rotor motion are largest, and
damping is most effective.

De Santiago �10� shows that the identification method is very
sensitive to noise introduced in the phase angle of response. Mea-
surements of the phase angle are more consistent around the criti-
cal speed, as a result of the larger rotor motions. This fact is
important because it reveals that the method has a limitation in the
low speed range for identification of damping force coefficients
�as in the identification of frequency-dependent force coefficients,
see �1��.

Analytical predictions for the force coefficients from the hydro-
dynamic bearings �plain and tilting pad� along with their corre-
sponding squeeze film damper force coefficients and structural
stiffness are combined to render predictions for the equivalent
force coefficients of the complex bearing support. A computa-
tional program �11� provides the tilting pad bearing synchronous
speed1 reduced force coefficients. Earlier measurements with this
type of mechanical element FPJB-ISFD �9� show that the damper
structural stiffness and damping coefficients equal 3.4 MN/m and
950 N s/m, respectively. On the other hand, the cylindrical
damper has similar stiffness values but predicted damping coeffi-
cients of 2000 N s/m. Predictions of equivalent force coefficients
are in general close to the values of the �experimentally� identified
parameters. Stiffness coefficients are slightly overpredicted �prob-
ably due to the contribution of the table flexibility� while equiva-
lent damping coefficients are underpredicted. Note that due to the
fact that the parameters are identified at each speed, predicted
rotor responses using Eq. �7� are identical to the test responses at
the measurement locations.

Closure
The paper details a procedure for identification of bearing sup-

port parameters in rotor-bearing systems as derived from measure-
ments of the rotor response to known mass imbalances. The
method renders synchronous stiffness and damping force coeffi-
cients best representing the rotor-bearing support system at a
given speed. Experiments validating the procedure are conducted
on a test rotor supported on two mechanically complex bearing
supports. One support combines a tilting pad bearing in series
with an integral multiple pad film damper, and the other is a plain
journal bearing in series with a conventional cylindrical squeeze
film damper. Both dampers have centering elastic structures.

Test synchronous rotor responses show minimal cross-coupling
effects, as also predicted by computational analysis. The identifi-
cation procedure then avoids the identification of cross-coupled
force coefficients to minimize false cross-correlations causing ill-
conditioning of the identification matrix and delivering unrealistic
parameter estimates �10�. Identified equivalent direct stiffness and
damping coefficients for each of the bearing supports agree well
with predictions obtained from the combined action of the fluid
film bearings and dampers in series. In general, equivalent force
coefficients decrease as the rotor speed increases, in a range that
includes the system critical speeds �1500–3500 rpm�. The test
derived bearing support stiffnesses also reveal an important reduc-
tion, as in the case of identification from impact excitations, at
frequencies above the first critical speed, �3000 rpm.

The identification procedures described here and in the com-
panion �1� are suitable for use in the field, although special me-
chanical arrangements must be devised for the case of transient
rotor responses. On the other hand, using imbalances to generate
rotor responses requires accurate measurement of the phase angle,
most uncertain at low shaft speeds. Furthermore, this last proce-
dure is inherently more sensitive to small variations in the mea-

1Tilting pad bearings show frequency dependent force coefficients. Presently,
the force coefficients are obtained at a frequency coinciding with rotor speed, i.e.,
synchronous.

Fig. 3 Rotordynamic response of test rotor to calibrated im-
balances. „a… Synchronous response amplitudes; „b… phase
angle of response.

Table 2 Imbalance distribution of test rotor for experimental
identification of series-support equivalent synchronous force
coefficientsa

Drive end diskb Free end diskc

Unbalance 3.2 gr at 30 deg 3.3 gr at 30 deg

aPositive angles on rotor are measured opposite to the direction of rotation and from
rotating reference �i.e., keyway in rotor or reflective pick-up mark�.
bDrive end disk: radius r2=0.114 m, distance from rotor CG d2=0.067 m.
cFree end disk: radius r1=0.095 m, distance from rotor CG d1=0.102 m.
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sured response �particularly variations in the phase angle of re-
sponse� than the identification from transient responses �10�. The
present identification methods are limited to the case of nearly
rigid rotors. Extensions to flexible rotor bearing systems are under
development.

Nomenclature
C � rotor-bearing system damping matrix
C � bearing damping force coefficient �N s/m�
d � distance from imbalance plane to rotor CG �m�
F � rotor excitation vector from imbalance �N�
f � Imbalance function �f =mre−j��

G � gyroscopic moments matrix
j � �−1 imaginary unit

K � rotor-bearing system stiffness matrix
K � bearing stiffness force coefficient �N/m�
l � distance of bearing location to rotor CG �m�

M � system mass matrix
m � imbalance mass �kg�
M � total rotor mass �kg�
P � vector of bearing parameters �impedances,

N/m�
q � rotor response vector
Q � matrix of responses for parameter identification
r � radius of disk where imbalance is attached �m�

s � location of displacement probes from rotor CG
�m�

t � time �s�
�x ,y� � coordinates of rotor motion �m�

Z � bearing impedance �Z= �K+ j�C�� �N/m�
� � frequency of rotor speed �rad/s�
� � angular location of imbalance mass �rad�
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A Study of the Effects of Inlet
Preswirl on the Dynamic
Coefficients of a Straight-Bore
Honeycomb Gas Damper Seal
Honeycomb seals are frequently used as replacements for labyrinth seals in high-pressure
centrifugal compressors to enhance rotordynamic stability. A concern exists that this
enhanced stability will be lost if the honeycomb cavities become clogged. Static and
dynamic tests were conducted on a honeycomb and a smooth seal (representing the
honeycomb seal with completely clogged cells) at the same constant clearances using air
with a supply pressure of 70 bars. The test matrix included three speeds, three pressure
ratios, and three inlet preswirl conditions. The results show increased leakage, decreased
synchronous stiffness, and decreased dynamic stability for the smooth seal with pre-
swirled flow. The results strongly support the use of swirl brakes at the entrance of a
honeycomb seal if clogging is a concern. Comparisons between test results and predic-
tions from a two-control-volume theory by Kleynhans and Childs showed excellent agree-
ment in general. �DOI: 10.1115/1.2227416�

Introduction
Honeycomb �HC� seals for compressors use a HC stator with a

smooth rotor, as shown in Fig. 1. This is in contrast to typical gas
turbine applications with a tooth-on-rotor labyrinth operating
against an abradable HC surface. HC seals are typically used for
the balance-piston seal in “straight-through” type compressors,
and for the division-wall seal in “back-to-back” type designs.
These seals typically handle a large pressure differential and have
large L /D ratios. In these applications, leakage flow approaching
these seals tends to have high circumferential velocity, or preswirl.

HC seals were originally used in compressors in the 1960s as a
replacement for aluminum labyrinth seals that were being con-
sumed by process fluids The first example of their potential for
improving rotordynamics arose with the high-pressure oxygen tur-
bopump on the Space Shuttle main engine �1�. For the turbine
interstage seal of the high pressure oxygen turbopump, replacing
the original tooth-on-rotor labyrinth with a HC seal �including a
swirl brake� eliminated synchronous and subsynchronous vibra-
tion problems. Numerous case studies have been presented in
which unstable injection compressors have been stabilized by re-
placing a labyrinth seal with a HC seal, e.g., Ref. �2�.

In some applications of HC seals, a concern has been raised
regarding particles within the product gas depositing in the HC
cells, eventually filling them. This can—in the limit—produce a
nearly smooth inner surface within the seal. The first question of
interest this paper addresses is: How would filling the cells impact
performance �leakage� and rotordynamic coefficients? The
present results answer that question by providing test results for
both a HC seal and a smooth seal. A second question of interest is:
How well does the two-control-volume model of Kleynhans and
Childs predict the static and dynamic behavior of smooth and HC
seals? The work presented here was developed to answer these
questions.

The next section will introduce the rotordynamic models used

for the reaction forces developed by smooth and HC seals with
subsequent material describing the test procedures and results.

Small-Motion Model for Annular Gas Seals
For small motion, the force-reaction model for a smooth seal

can be stated,

− �Fx

Fy
� = � K k

− k K
���x

�y
� + � C c

− c C
���ẋ

�ẏ
� + M��ẍ

�ÿ
�
�1�

Assuming circular centered orbits with radius A, and precession
frequency �, the reaction force on the rotor can be stated:

Fr = ��K − M�2� + c��A �2�

F� = �k − C��A �3�

These equations can be used to define the effective stiffness and
damping of the seal:

Keff = �K − M�2� + c� �4�

Ceff = C − k/� �5�
As demonstrated by Kleynhans and Childs �3�, Childs two-

control-volume model for HC seals �4� predicts strongly
frequency-dependent rotordynamic coefficients, requiring the fol-
lowing force-reaction model,

− � Fx�s�
Fys�s� � = � D E

− E D
���x�s�

�y�s� � , �6�

where s is the Laplace-domain variable. Equation �6� can be ex-
pressed in terms of the following frequency-dependent rotordy-
namic coefficients

− �Fx

Fy
� = � K��� k���

− k��� K��� ���x

�y
� + � C��� c���

− c��� C��� �
���ẋ

�ẏ
� , �7�
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The frequency dependency of K��� incorporates and eliminates
the mass coefficient in Eq. �7�. From Eqs. �6� and �7�,

D = K��� + j�C��� �8�

E = k��� + j�c��� �9�
Finally, the effective stiffness and damping can be defined in a

similar manner as for the smooth seal using the seal impedances
as

Keff = K��� + �c��� �10�

Ceff = C��� − K���/� �11�

Test Objectives
Dawson et al. �5� presented test results for smooth and HC seals

with supply pressures up to 17 bars. However, their test assembly
used radial inlet flow upstream of the test seals with no intentional
preswirl of the gas. Additionally, this preswirl, or circumferential
velocity, of the gas entering the seals was not measured. An ex-
pected consequence of a transition from a HC surface to a smooth
surface is an increase of leakage and �due to conservation of mo-
ment of momentum� an increase in circumferential velocity at the
seal inlet. Hence, tests for HC or smooth seals need to include a
range of test points for accurately measured fluid preswirl at the
seal inlet. As explained below, the present test results achieve
these goals. In addition, these tests were conducted with a higher
supply pressure of 70 bars to more accurately reflect conditions in
actual field applications.

Test Apparatus
The gas seal test stand was discussed by Dawson et al. �6�, and

a side view is provided in Fig. 2. The rotor is supported by two
hydrostatic bearings that provide very high stiffness in compari-
son to that developed by the seals. The test stator is excited and
supported by two hydraulic shakers. The shakers are oriented or-
thogonally to one another, representing the X and Y directions and
are also both oriented 45 deg from the vertical. The shakers are
mounted on two large I-beam supports and excite the stator with a
pseudo-random waveform to obtain the rotordynamic coefficients
of the seals. The stator is suspended between the stiff bearing

housings by six turn-buckle style screws �three on each side�
pulled tightly in tension between the stator and bearing housings.
Fine adjustment of these turn-buckles gives precise control of the
pitch and yaw of the stator in relation to the rotor. Hence, the
turn-buckles, commonly referred to as “pitch stabilizers,” cause
the stator to remain parallel with, and nominally centered �axially�
about, the rotor during excitation.

Supply air is fed into the center of the stator. The three preswirl
rings illustrated in Fig. 3 provide varying levels of preswirl. The
first ring set injects air radially to create a near zero “low pre-
swirl” case. The two remaining preswirl rings inject air at 60 deg
from the radial. The highest preswirl is obtained by injection
through smaller diameter holes that increase fluid velocity. Fluid
preswirl values are calculated by using a pitot tube connected to
an electronic transducer to measure the static and dynamic pres-
sure differential.

Returning to Fig. 2, a labyrinth seal is provided downstream of
each test seal in the stator to provide backpressure control. Be-
tween the test seal exit and the labyrinth backpressure seal, a vent
line running to a manual valve is provided to control the pressure
in this space. Hence, the pressure ratio across the test seal can be
controlled �within limits� independently from the supply pressure.
Also a swirl brake is provided at the inlet to the labyrinth back-
pressure seal to minimize destabilizing forces.

Test Matrix
Both the HC and smooth seal have an inner diameter of

	114.7 mm and a length/diameter ratio of 0.75. Also, each seal
has a radial clearance of 0.203 mm. The targeted test matrix for
each seal consists of tests for the following 27 different operating
conditions:

• three shaft speeds: 10,200, 15,200, and 20,200 rpm;
• three backpressures: 15%, 35%, and 50% of inlet pressure

�70.0 bar-a� to the seal; and
• three inlet preswirl magnitudes: 0%, 30%, and 60% of the

surface velocity of the rotor at 15,200 rpm.

For each test condition, the stator is simultaneously excited with
an ensemble of frequencies from 20 to 300 Hz. The targeted inlet

Fig. 1 Honeycomb annular seal
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pressure was 70 bars; in some cases it had to be reduced to lower
the magnitude of the cross-coupled stiffness and prevent instabili-
ties of the stator.

A “tare” measurement is made for the test assembly with the
test seals removed and a supply pressure that gives the correct
backpressure at the vent location �upstream of the labyrinth back-
pressure seals�. The dynamic stiffness coefficients for these tests
are subtracted from the results for the complete assembly to iso-
late coefficients for the test seals.

Experimental Results
This section gives experimental results for the dynamic coeffi-

cients of the seals tested. The following subsection “Honeycomb
Seal” below discusses the effects of preswirl on the effective stiff-
ness Keff

*, cross-coupled stiffness k*, and effective damping Ceff
*.

The next subsection, “Honeycomb Versus Smooth Seal,” com-
pares the same dynamic coefficients for both seal types at varying
levels of preswirl.

As noted above, the target inlet pressure of 70 bar-a was not
obtainable for the entire test matrix of each seal, especially for the
smooth seal. To aid in comparisons, measured stiffness coeffi-
cients were nondimensionalized as follows:

Keff
* =

K · Cr

Fo
= Keff
 Cr

�P · Din · L
� �12�

The same approach was used to normalize the damping coeffi-
cients; hence, the normalized damping coefficient Ceff

* has units
of seconds. This approach has worked well for smooth and HC
seals in previous work.

Honeycomb Seal. A total of 27 test cases were conducted using
the 0.79 mm �1/32 in. � cell-width HC seal. Only 4 of the 27 test
cases had inlet pressures below the target pressure of 70 bar-a
because of stator instability. Three of these four tests arose when
using the “high” inlet preswirl ring. Note that all of the following
figures show the preswirl ratio in the figure legends. This number
is the ratio of inlet airflow circumferential velocity to rotor surface

Fig. 2 Annular gas seal test stand

Fig. 3 Pitot tube location and preswirl rings
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velocity.
Figure 4 illustrates k* for the test matrix. When looking at Fig.

4 and the remaining test results, note that the 50% pressure ratio is
most applicable to the balance piston and division wall seals of
injection compressors. Figure 4 shows a sensitivity of k* to in-
creasing inlet preswirl. This outcome is most apparent at the
10,200-rpm test speed, where there is an average 37% increase
when preswirl is increased from low to medium and a 50% in-
crease when preswirl is increased from medium to high. As rotor
speed is increased, results for low and medium preswirl begin to
converge. At 20,200-rpm, high preswirl shows an average in-
crease of about 38% versus medium preswirl. In the low excita-
tion frequency range, k* shows a slight decrease in magnitude as
backpressure is decreased.

The results for k* support the use of swirl brakes to reduce
preswirl for HC seals. They also explain observed experiences for
which “shunt injection” was used to eliminate a compressor insta-
bility that included a HC balance-piston seal. With shunt injection,
part of the discharge gas is diverted and reinjected within the
balance-piston seal and close to its inlet. Both shunt injection and
swirl brakes primarily act to reduce the circumferential velocity
within the seal.

Figure 5 presents test results for the effective direct stiffness

Keff
* as defined in Eq. �9�. These results show that Keff

* is gener-
ally insensitive to changes in preswirl. However, the high inlet
preswirl does show the lowest values in most cases, especially
below 200 Hz. Comparing 15% backpressure to 50% backpres-
sure, there is a consistent drop of the peak magnitude of Keff

* by
about 45% for all levels of preswirl. Note that Keff

* can have
negative values at low frequencies, particularly at the lower pres-
sure ratios.

The effective-damping coefficient Ceff combines the stabilizing
influence of the direct damping coefficient C and the destabilizing
influence of the cross-coupled stiffness coefficient k and is useful
in evaluating the stabilizing performance of seals. Figure 6 pre-
sents test results for Ceff

*. The negative values at lower frequen-
cies arise due to k. The frequency at which Ceff

* changes sign is
called the “cross-over” frequency, and this parameter has a sig-
nificant impact on rotordynamics. If the system’s first natural fre-
quency is above the cross-over frequency, the seal is stabilizing. If
it is below, the seal is destabilizing. Increasing preswirl increases
the cross-over frequency, increasing the low frequency range for
which the seal would be destabilizing. Again, swirl brakes or
shunt injection that reduce the preswirl tend to increase the
precession-frequency range over which a HC seal is stabilizing.

Fig. 4 k* versus excitation frequency for the HC seal at three levels of preswirl
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Note that the peak effective damping is increased by reducing the
preswirl. Reducing the preswirl is most effective at the lowest
rotor speed �7,8�.

Honeycomb Versus Smooth Seal Performance. Only higher
preswirl ratio conditions ��0.4� data will be presented, represen-
tative of applications without swirl brakes or shunt injection. Be-
cause of higher leakage, the smooth seal has a much higher pre-
swirl ratio than the HC seal, netting about 65% more preswirl for
the medium preswirl ring. Hence, results for the smooth seal using
the medium preswirl ring will be compared to results for the HC
seal using the high preswirl inlet ring, since there is only about a
15% difference in the measured preswirl ratio for these two set-
ups. Tests using the high inlet preswirl ring for the smooth seal
could not be conducted because of stator instabilities. Also, be-
cause of the high leakage rate of the smooth seal, the 15% back-
pressure case could not be achieved due to choking. Therefore,
only the 35% and 50% backpressure cases are compared.

Figure 7 demonstrates k* for the smooth seal with medium pre-
swirl and the HC seal at high preswirl. Results for the smooth-seal
are less frequency dependent than the HC seal and are also much
larger. For the 200 to 300 Hz range, k* averages about 600%
�7.0� � higher than the HC seal.

Figure 8 compares Keff
* results for the two seals. The smooth

seal has larger Keff
* at low frequencies, producing a greater

“static” stiffness. At higher frequencies, the HC seal has substan-
tially higher effective stiffness, by about 50% for the 35% pres-
sure ratio and about 31% for 50% backpressure. Balance piston
and division-wall seals for compressors can have stiffness values
at the running-speed frequencies that are comparable to the bear-
ings’ stiffness. In several applications, replacing a labyrinth with a
HC has produced a substantial increase in a compressor’s critical
speed. Hence, a stiffness reduction at higher frequencies due to
cell clogging may produce a reduction in critical speeds.

Figure 9 presents Ceff
* for the two seals under similar, higher

preswirl test conditions. The cross-over frequency for the HC seal
is at about 50 to 70 Hz, but at about 140 Hz for the smooth seal.
These results show a potential dramatic loss in stability for
clogged cells arising from an increase in k, reemphasizing the
desirability of providing a swirl brake for a HC seal.

Predictions Versus Measurements
The measured dynamic coefficients illustrated and discussed for

the HC seal in the previous section are now compared to predic-
tions from a computer program developed by Kleynhans and

Fig. 5 Keff
* versus excitation frequency for the HC seal at three levels of preswirl
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Childs �3� that produces solutions for Childs’ two-control-volume
model. The code produces predictions for leakage flowrate and
dynamic coefficients for HC, hole-pattern, and smooth seals. The
friction factor coefficients used for the HC surfaces are based on
experimental flat-plate tests presented by Ha and Childs �7�. Mea-
sured supply and discharge pressures and temperatures, and inlet
preswirl ratios are used in calculations.

Dynamic Coefficients. For brevity, only the 50% backpressure-
condition results are presented since this pressure ratio is most
representative of conditions in real compressors. The experimental
results shown in prior figures are based on 32 independent tests
with averaging in the frequency domain. Error bars shown in the
remaining figures are based on ten repeated tests �each containing
32 tests� and show one standard deviation of each data point. On
average, the largest error bars show a standard deviation variance
of approximately ±6%, ±5.5%, and ±6.5% about the mean value
for k*, Keff

*, and Ceff
*, respectively. The standard deviation of

each point is largely independent of inlet preswirl except for k* for
which the error bars are actually smaller at higher preswirl values.

As shown in Fig. 10, predictions generally agree well with mea-
surements for k*. For low preswirl, the model underpredicts k*

modestly, i.e., the seals are more destabilizing than predicted. For
high preswirl, the model modestly overpredicts k* at 10,500 rpm,
slightly overpredicts at 15,200 rpm, and closely predicts the mea-

sured results at 20,200 rpm.
Figure 11 compares measurements and predictions for K*,

showing generally good agreement, with better predictions for the
low preswirl results than the high preswirl. For the high preswirl
case, K* is underpredicted by about 32% up to at least 280 Hz.

Finally, Fig. 12 shows predictions and measurements for effec-
tive damping Ceff

*. The model generally does a good job in pre-
dicting the frequency dependency, doing a better job for the low
preswirl than the high preswirl. The seal is more stable than pre-
dicted for the high preswirl, having a lower crossover frequency
and higher peak values than predicted.

D’Souza and Childs �8� examined changes in the friction-factor
model showing only modest improvements in predictions for sev-
eral friction-factor models and a range of Blasius friction-factor
coefficients. The Blasius coefficients used here are based on flat-
plate test results and gave the best overall agreement.

Discussion and Conclusions
Test results show that the HC seal has little change in effective

stiffness, Keff
*, due to a change in preswirl. However, the cross-

coupled stiffness increases briskly with preswirl. At 10,200 rpm
with a 50% pressure ratio, k* increased roughly 50% from the low
�0.07� to high �1.05� preswirl ratio. The increase in k* causes a

Fig. 6 Ceff
* versus excitation frequency for the HC seal at three levels of preswirl
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reduction in the magnitude of Ceff
* and an increase in the cross-

over frequency at which Ceff
* shifts from positive to negative.

These results support the use of swirl brakes for a HC seal irre-
spective of concerns for cell clogging.

Direct comparison of the dynamic coefficients for the HC and
smooth seal were made to understand how the HC seal might

behave if its cells became clogged and caused it to approach the
behavior of a smooth seal. First, there is a potential reduction in
Keff

* of up to 50%, which could cause a problem if the HC seal is
being used to keep a rotor critical speed placed above the operat-
ing speed. For comparable inlet preswirl conditions, the cross-
coupled stiffness k* is much higher for a smooth seal than a HC

Fig. 7 k* for the HC seal at high preswirl and the smooth seals at medium preswirl

Fig. 8 Keff
* for HC at high preswirl and a smooth seal at medium preswirl
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Fig. 9 Ceff
* for HC at high preswirl and the smooth seals at medium preswirl

Fig. 10 Experimental and theoretical k* versus excitation frequency for low/high preswirl „50% backpressure…
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Fig. 11 HC tests and theoretical K* versus excitation frequency for low/high preswirl „50% backpressure…

Fig. 12 HC Ceff
* predictions versus measurements for low/high preswirl „50% backpressure…
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seal. As a consequence, Ceff
* values are lower for smooth seals,

and the cross-over frequency increases from 70 to 140 Hz
�smooth� at the higher preswirl values ��0.4�. These results
strongly support the inclusion of swirl brakes for a HC seal if
there is any concern in regard to cell clogging.

The two-control-volume theory model by Kleynhans and
Childs �3� with Ha’s �7� friction-factor coefficients does a good
job in predicting the frequency-dependent experimental data for
the HC seal. The theory seems to modestly overpredict increases
in k* as preswirl is increased. Thus, values for Ceff

* are typically
underpredicted �conservative predictions� for higher levels of pre-
swirl.

Figure 13 shows Ceff
* versus preswirl for the present smooth and

HC seals at 80 Hz. The test conditions are 50% pressure ratio and
20,200 rpm. At reduced preswirl—corresponding to an effective
swirl brake—similar effective damping values are obtained.
Moore and Soulas �9� conclusively validated this result. They
tested a compressor at full speed and full pressure, alternately
using: �i� a smooth seal and �ii� a hole-pattern-roughened stator
seal. The same effective swirl brake was used with both seals. An
external shaker was used to measure the compressor’s frequency-
response characteristics, producing log-decrement results. The
compressor’s log decrement was the same for both seals, but the
smooth seal leaked roughly 50% more.

In conclusion, experimental results show that a swirl brake
should be used at the inlet of a HC seal whether there is a concern
for cell clogging or not to enhance the seal’s stability characteris-
tics. A swirl brake is particularly needed if the holes become
clogged. Theory-versus-experiment results show that predictions
for stability parameters k* and Ceff

* are typically conservative and
trustworthy. Predictions for Kef f might be improved with better
measured friction-factor coefficients.

Nomenclature
A � precession amplitude �L�

C, c � direct and cross-coupled damping coefficients
�FT/L�

C*, c* � nondimensional direct and cross-coupled
damping coefficients �t�

Ceff � effective damping coefficient, defined in Eq.
�11� �FT/L�

Ceff
* � nondimensional effective damping coefficient

�t�
Cr � radial clearance between stator and rotor �L�
D � direct impedance �F/L�

Din � seal inner diameter �L�
E � cross-coupled impedance �F/L�

Fx, Fy � seal reaction forces �F�
Fr, F� � radial and tangential seal reaction forces �F�

j � �−1
IR, I� � radial and tangential impedance �F/L�
K, k � direct and cross-coupled stiffness coefficients

�F/L�
K*, k* � nondimensional direct and cross-coupled stiff-

ness coefficients
Keff � effective stiffness coefficient, defined in Eq.

�10� �F/L�
Keff

* � nondimensional effective stiffness coefficient
L � axial length of the seal �L�

M � inertia coefficient �M�
x, y � relative displacement between stator and rotor

�L�
ẋ, ẏ � relative velocity between stator and rotor �L/T�
ẍ, ÿ � relative acceleration between stator and rotor

�L/T2�
�P � pressure drop across the length of the seal

�F/L2�
� � rotor rotational frequency �1/T�
� � rotor precession frequency �1/T�

HC � honeycomb
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Effects of Multi-Injection Mode
on Diesel Homogeneous Charge
Compression Ignition Combustion
Early injection, well before top dead center (TDC), has perhaps been the most commonly
investigated approach to obtain homogeneous charge compression ignition (HCCI) com-
bustion in a direct-injection (DI) diesel engine. However, wall wetting due to overpen-
etration of the fuel spray can lead to unacceptable amounts of unburned fuel and removal
of lubrication oil. Another difficulty of diesel HCCI combustion is the control of combus-
tion phasing. In order to overcome these difficulties, a multipulse fuel injection technol-
ogy has been developed for the purpose of organizing diesel HCCI combustion, by which
the injection width, injection number, and the dwell time between two neighboring pulse
injections can be flexibly regulated. In present paper, the effects of a series of multipulse
injection modes realized based on the prejudgment of combustion requirement, on engine
emissions, thermal efficiency, and cycle fuel energy distribution of diesel HCCI combus-
tion are studied. The designed injection modes include so-called even mode, hump mode,
and progressive increase mode, and each mode with five and six pulses, respectively.
Engine test was conducted with these modes. The experimental results show that diesel
HCCI combustion is extremely sensitive to multipulse injection modes and that thermal
efficiency can be improved with carefully modulated ones. There are many modes that can
reach near zero NOx and smoke emissions, but it is significant to be aware that multi-
pulse injection mode must be carefully designed for higher thermal efficiency.
�DOI: 10.1115/1.2204977�

Introduction
Diesel-fueled HCCI has been studied for its potential of simul-

taneously reducing NOx and particulate matter �PM� emissions
while providing high efficiency from the mid 1990s. According to
the methods of fueling, diesel HCCI comprises three main catego-
ries �1,2�: port injection �3–5�, early in-cylinder injection
�2,6–13�, and late in-cylinder injection �14,15�. Some of the
above-proposed injection strategies are in application, which en-
able diesel-fueled engine to realize HCCI combustion in limited
operation conditions �12,14,15�, successfully controlling combus-
tion phasing and reducing NOx and PM emissions simultaneously.
But there still exists obstacles in organization of diesel HCCI
combustion due to diesel fuel properties, which need to be under-
stood further and to develop the art of combustion state control.

For diesel-fueled HCCI engines, high compression ratio is of
benefit to enhance auto-ignition at light load, and direct in-
cylinder fuel injection can be used to control combustion timing.
However, the low-temperature chemical properties of diesel fuel
tend to cause a rapid auto-ignition once compression temperature
exceeds a threshold, bringing out problems of combustion phasing
control. The low volatility of diesel fuel together with its propen-
sity of high fuel cetane number makes it extremely difficult to
organize HCCI combustion in wider operation conditions. In ad-
dition, most of proposed diesel HCCI engines are equipped with
only one fuel-handling system with high fuel injection pressure,
which tends to cause wall wetting, resulting in increased
unburned-hydrocarbon �UHC� emission and degradation of lubri-
cation oil. A fuel injection technology for these engines that can
help homogeneous mixture formation without fuel wall impact is
in an active demand.

A previous work done by the authors has presented a new

HCCI combustion technology �16–18�, which operates the engine
with HCCI combustion at low loads, combined HCCI combustion,
and lean diffusion combustion at medium and high loads. The
combined combustion process is basically organized by the mul-
tipulse fuel injection strategy. Recently, it was reported that the
multiinjection strategy was applied successfully in passenger car
size common rail DI diesel engines in HCCI mode, in order to
achieve thorough mixing of air and fuel and to avoid wall wetting.
Helmantel and Denbratt �19� carried out a study on HCCI com-
bustion with a single cylinder test engine configured as a Volvo
NED5 common rail direct injection diesel engine. The fuel was
injected in a series of five short injections at the injection timing
of −90 deg of crank angle after top dead center �deg CA ATDC�.
For the purpose of reducing the droplet size and fuel penetration
and thus improving the air/fuel mixing, the injector was fitted with
a special ten-hole nozzle with an included angle of 60 deg. The
diameter of the nozzle orifice was 0.111 mm. Cooled exhaust gas
recirculation �EGR� and lower compression ratio were adopted to
control combustion timing and rate of heat release. With these
methods the NOx and soot emissions were reduced by 98% and
95%, respectively, compared to those of conventional diesel op-
eration, while the UHC and CO emissions increased dramatically.
Ralf Buchwald et al. �20� studied the multi-injection HCCI on a
direct-injection passenger-car Diesel engine equipped with a tur-
bocharger and a common rail injection system. To avoid cylinder
wall wetting, the fuel was injected in several portions �multiple
injections� in order to reduce the penetration depth of fuel sprays.
By experimental study, the optimized parameters of injection
strategy were determined as follows: the injection nozzle angle
was 156 deg; the injection number was 5; the common rail pres-
sure was 75 MPa; and the injection timing was −54 deg CA
ATDC. Compared to the test results with those of engine opera-
tion of European III �EU III� mode and minimum brake specific
fuel consumption �BSFC� mode, HCCI mode resulted in dramati-
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cally decrease in NOx and soot emissions; however, the UHC and
CO emissions were 3 and 8.5 times than that of EU III mode,
respectively.

Our recent report on multipulse fuel strategy further confirmed
that near zero engine emissions of NOx and PM were achieved in
a certain operation range by multipulse injection control �21,22�.
But it was found by thermal balance analysis of combustion pro-
cess that combustion efficiency of the compound combustion
mode dropped down by about 3%, compared to that of a conven-
tional DI diesel engine, due to uncompleted combustion and in-
creased heat loss attributed to advanced combustion phase �20�.
Therefore, the mechanism of mixing process needs to be deeply
investigated, including the effects of multipulse injection param-
eters on spray atomization, evaporation, and mixing, so that the
injection mode for low engine emissions and potential high ther-
mal efficiency in wider engine operation conditions can be pre-
cisely designed. The authors also found by a computer simulation
�18� that the multipulse injection timing was of paramount inter-
ests since it determined in-cylinder conditions of pressure and
temperature, and then their effects on evaporation and mixing. For
earlier injection cases, the pulse width showed a strong impact on
evaporation and mixing rate. Long width lead to overpenetration
of fuel sprays, which would result in severe wall wetting. Hence,
the short pulse width should be employed for earlier pulse injec-
tions. The dwell time was also an important factor, and short
dwell time would result in less stratification of the fuel for later
injection cases. Naturally, it was important to match and optimize
the above three injection parameters, and then the engine could
operate in a well-premixed mode �18�. However, the effects of
multipulse injection parameters were not investigated by engine
test.

In this paper, a series of multipulse injection modes with dif-
ferent injection parameters, such as pulse number, pulse width,
and dwell time, are systematically designed and successfully
modulated, and their effects on engine emissions, thermal effi-
ciency, and cycle fuel energy distribution of diesel HCCI combus-
tion on a test engine at various injection timings are studied. It is
found that diesel HCCI combustion is very sensitive to the multi-
pulse injection mode �injection rate pattern�, and with a carefully
modulated one, the thermal efficiency can be potentially im-
proved.

Injection Mode Modulation
The modulation of multipulse injection mode is realized

through changing the pulse width and dwell time between two
neighboring pulse injections of control signal of the FIRCRI com-
mon rail system, as shown in Fig. 1. The system is a PC
computer-based data acquisition and multipulse injection control
system. By the standard data bus of the PC computer, the com-
puter resources of hardware and software can be fully employed
for the purpose of synthesis of driving signals for a designed
injection mode. Two programmable logical GAL chips are incor-
porated in the signal logical synthesizer, which simplifies creation
and management of pulse width and dwell time of control signals,
and with which up to 10 pulses can be flexibly controlled.

A series of typical injection modes of five- and six-pulse injec-
tions were successfully modulated in this paper and were named
even mode �EM�, hump mode �HM�, and progressive increase

mode �PIM�, respectively. As shown in Fig. 2, the name of each
mode contains two numbers and one or two alphabets. The begin-
ning number �4 or 5� denotes pulse injection number, the end
number �1 or 2� is the ordinal for a certain mode, and the alpha-
bets �E,H or PI� between the two numbers stand for even mode,
hump mode, and progressive increase mode, respectively. Table 1
gives detail of the measured results of pulse-injection duration,
dwell time, individual pulse fuel mass and its deviation, total
cycle fuel mass and its deviation, and so on. The mass deviations
for each pulse injection and for total injection of 120 working
processes are expressed by

Pfdj =
��

i=1

n

�mpij − m̄pj�2

n
�1�

Tfd =
��

i=1

n

�mti − m̄t�2

n
�2�

where n is the number of working process, Pfdj is the jth pulse
fuel mass deviation, Tfd is total fuel mass deviation, mpij is the jth
pulse fuel mass of the ith working process, m̄pj is the mean jth
pulse fuel mass of n working processes, mti is the total fuel mass
of the ith working process, and m̄t is the mean total fuel mass of n
working processes. Figures 2�a� and 3�a� show two groups of
these modulated injection rates and their corresponding control
signals according to their pulse number, and Figs. 2�b� and 3�b�
show their pulse fuel mass distributions with crank angle. The
total injection durations for these five- or six-pulse injection
modes are nearly the same, respectively, as shown in Figs. 2�a�

Fig. 1 Schematic of injection mode modulation system

Fig. 2 Injection mode modulations for five-pulse injection
modes: „a… injection rate and corresponding control signal; and
„b… pulse fuel mass distribution of various injection modes
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and 3�a�, so the time sequence for 5PI and 6H1 at different injec-
tion timing are given in Figs. 4 and 5 to discuss those for five- and
six-pulse injection modes, respectively.

Experimental Setup
The experimental setup is just the same as our previous work

�16–18�. The test engine, as shown in Fig. 6, is a heavy-duty
inline six-cylinder truck engine, and its detail specifications are
shown in Table 2. In this study, the engine is modified so that the
first cylinder is used as the test cylinder and the other five cylin-

ders are used as a motor to drive it. The test cylinder is equipped
with a FIRCRI common rail fuel injection system �23�, a separate
air supply system, and a separate exhaust system. In the FIRCRI
common rail fuel injection system, the nozzle included angle is
150 deg, the orifice number is 7 and its diameter is 0.23 mm, as
shown in Table 2. The air supply system comprises an air com-

Table 1 Test engine mode and engine condition

CASE
NO.

Pulse width of injection

Dwell time
�ms�

Pulse injected fuel mass �mg�

Pulse mass deviation �%�

Total fuel mass
�mg�/

Fuel mass
deviation �%�

Equivalence
ratio

�

I II III IV V VI I II III IV V VI

5E 0.832 0.752 0.672 0.832 0.656 12.67 11.78 10.87 15.46 8.358 59.13/8.24 0.3404
0.464 0.4 0.432 0.416 6.661 18.22 23.9 44.97 80.72

5H1 0.768 0.72 0.976 0.592 0.704 7.636 8.406 33.06 12.40 5.476 66.98/5.65 0.3869
0.432 0.4 0.448 0.464 13.32 24.66 7.63 23.38 74.94

5H2 0.816 0.864 0.848 0.544 0.56 8.867 12.33 21.67 9.006 5.630 57.51/19.77 0.3323
0.432 0.448 0.496 0.56 26.95 30.12 23.81 34.48 70.28

5PI 0.672 0.88 0.832 0.704 0.72 4.028 8.248 13.28 10.49 16.48 52.53/20.24 0.3035
0.4 0.4 0.448 0.512 25.25 51.89 34.23 52.38 29.50

6E 0.864 0.672 0.784 0.736 0.72 0.832 14.26 9.964 13.80 15.86 7.004 18.81 79.69/11.91 0.4541
0.464 0.432 0.384 0.464 0.416 5.014 12.54 18.56 28.04 84.45 58.47

6H1 0.72 0.848 0.656 0.768 0.736 0.64 5.196 16.07 13.06 13.11 9.53 6.859 63.83/15.90 0.3650
0.432 0.448 0.448 0.432 0.416 21.12 34.70 27.54 46.10 58.57 66.88

6PI 0.768 0.704 0.704 0.656 0.832 0.752 8.108 7.740 12.03 6.506 18.43 17.19 69.99/18.19 0.4036
0.448 0.368 0.448 0.4 0.432 19.35 31.49 25.48 59.77 36.48 42.29

6H2 0.688 0.944 0.656 0.816 0.528 0.544 3.724 13.06 8.410 17.74 8.644 5.449 57.03/22.95 0.3295
0.4 0.464 0.512 0.528 0.56 32.11 38.72 57.34 51.93 68.39 86.85

Fig. 3 Injection mode modulations for six-pulse injection
modes: „a… injection rate and corresponding control signal; and
„b… pulse fuel mass distribution of various injection modes

Fig. 4 Injection time sequence for 5PI at different injection
timing

Fig. 5 Injection time sequence for 6H1 at different injection
timing
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pressor, a surge tank, an intake air filter, and a pressure control
valve. A gate valve in the exhaust pipe of the first cylinder is used
to control the exhaust back pressure, which is normally caused by
a turbocharger. The engine test for all cases is kept at 1400 rpm,
80 MPa rail pressure, 309 K intake temperature, and 0.132 MPa
intake pressure. In order to focus on the study on effects of injec-
tion mode on HCCI combustion, in the present work, the technol-
ogy of exhaust gas recirculation �EGR� is not used in this engine
test, even though an EGR pipe and its control system are equipped
on the test cylinder.

Results of Engine Tests

Emissions and Power Output. Figures 7–10 show NOx emis-
sions, smoke emission, CO emission, and the specific indicated
mean effective pressure �IMEP� for five- and six-pulse injection
modes at various injection timing, respectively. In this paper,
knock combustion points are marked in the figure of specific
IMEP using “knock points,” and the specific IMEP is given to
evaluate the work ability of per unit fuel mass furthermore, which
is defined as

IMEPs =
IMEP

mf
�3�

where IMEPs is the specific IMEP �in kilopascal per milligram�,
IMEP is the measured IMEP �in kilopascal�, and mf is cycle fuel
mass �in milligrams�.

In the injection timing interval of −90 to −110 deg CA ATDC,
extra low NOx emissions of 0.1–0.6 g/ �kW h� can be obtained by

all these five- and six-pulse injection modes. At injection timing
of −70 deg CA ATDC, NOx emissions of 5E reach to
7.4 g/ �kW h� but those of the other three five-pulse injection
modes are all lower than 3.25 g/ �kW h�. 6PI has NOx emissions
of 9 g/ �kW h�, while those of the other three six-pulse injection
modes are all above 3 g/ �kW h�. As injection timing retarded to
−50 deg CA ATDC, shown in Fig. 7, NOx emissions of all these
modes increase dramatically. NOx emissions of 5E are the lowest
among five-pulse injection modes, while the smallest value of the
other three five-pulse injection modes is 15 g/ �kW h�. For six-
pulse injection modes, their NOx emissions are all about
8 g/ �kW h�.

Smoke emissions for all these injection modes at various injec-
tion timings are lower than 0.5BSU, and are almost the same
except for 5H1 at injection timing of −110 deg CA ATDC, which
has the largest value of 1.0BSU. This may be caused by a large
quantity of unburned fuel droplets, since its third pulse fuel mass
of 33.06 mg is far greater than that of the other five-pulse injec-
tion modes �as shown in Fig. 2�b��, resulting in long spray pen-
etration and severe wall wetting.

CO emissions for all these injection modes decrease with re-

Fig. 6 Schematic of experimental setup

Table 2 Specifications of the test engine

Bore �mm� 126
Stroke �mm� 130
Compression ratio 15
Swirl ratio 1.8
Fuel system FIRCRI common rail

injector
Injection pressure �MPa� 80
Orifice number�diameter �mm� 7�0.23
Injection mode Multipulse injection
Combustion chamber BUMP

Fig. 7 Effects of various five- and six-pulse injection modes
on NOx emissions at different injection timing

Fig. 8 Effects of various five- and six-pulse injection modes
on smoke emission at different injection timing
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tarded injection timing. Among five-pulse injection modes, 5PI
has relatively the lowest CO emission, while 6PI has the lowest
one among six-pulse injection modes. CO emission is the product
of incomplete combustion of CO. In this paper, it is found that CO
emission and unburned fuel droplets are the main heat loss of fuel
energy, as shown in Figs. 11 and 12, which will be discussed in
detail in the next section.

Correspondingly, the specific IMEP for all these injection
modes increase with retarded injection timing. 6H2 has the high-
est specific IMEP at all injection timings among six-pulse injec-
tion modes and so does 5PI among five-pulse injection modes. It
is probably due to the fact that at retarded injection timing, higher
in-cylinder pressure shortens penetration of fuel jets and enhances
mixing of fuel and air, resulting in decreased heat loss of un-
burned fuel droplets as shown in Figs. 11 and 12, which will also
be discussed in detail in the next section.

Measured Energy Distribution for Various Injection Modes.
According to energy balance law, cycle fuel mass energy finally
changes into the following four parts: energy loss of cycle un-
burned fuel droplets, energy loss of cycle UHC emission, energy
loss of cycle CO emission and heat release of fuel combustion,
and the last one includes engine cycle indicated work, heat loss
due to heat transfer and the changed internal energy of cycle
charge, which can be expressed as a balance formula

Fig. 9 Effects of various five- and six-pulse injection modes
on CO emission at different injection timing

Fig. 10 Effects of various five- and six-pulse injection modes
on specific IMEP at different injection timing

Fig. 11 Energy distribution of cycle fuel mass for five-pulse
injection modes

Fig. 12 Energy distribution of cycle fuel mass for six-pulse
injection modes
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mf · Hu = muD · Hu + mUHC · Hu + mCO · �hCO2
− hCO� + Wi + Qthe

�4�

where mf is the cycle fuel mass �in milligrams�; Hu is the low heat
value of diesel fuel �in Joules per milligram�; muD is the mass of
cycle unburned fuel droplets �in milligrams�; mUHC is the mass of
cycle UHC emission, mg; mCO is the mass of cycle CO emission
�in milligrams�; hCO2

is the enthalpy of CO2 �in Joules per milli-
grams�; hCO is the enthalpy of CO �in Joules per milligram�; Wi is
engine cycle indicated work �in Joules�; Qthe includes cycle heat
transfer loss and the change of internal energy of cycle cylinder
charge �in Joules�. In this paper, the energy loss fraction of UHC
and CO emissions, the fraction of indicated work are denoted as
F.UHC, F.CO, and F.Work respectively; and the fraction of Qthe
and heat loss fraction of unburned fuel droplets are denoted as
F.Qthe and F.UD, respectively. Obviously, the fraction of indi-
cated work F.Work is the representative of indicated thermal
efficiency.

Looking at Figs. 11 and 12, CO emission and unburned fuel
droplets are the main loss of cycle fuel energy, in comparison to
heat loss due to cycle unburned hydrocarbon. It is well known that
the heat loss of unburned fuel droplets, including those sticking on
the cylinder liner and those distributing in cooler areas of the
cylinder volume, such as the piston tolerance volume and the
piston crevice, is the most severe heat loss if the combustion is not
precisely organized by early in-cylinder fuel injection strategy,
because of two influence factors of lower in-cylinder pressure,
temperature, and lower volatility of diesel fuel. This kind of heat
loss usually does not result in severe emission of UHC, but in
smoke emission �see Fig. 8�. F.UHC, F.CO, and F.UD of all these
injection modes decrease with retarded injection timing, while
F.Work and F.Qthe are greatly improved.

As also can be seen in Figs. 11 and 12, F.UD values of five-
pulse injection modes decline with retarded injection timing and
stand in the line of 5H1�5E�5H2�5PI for all injection tim-
ings, while for six-pulse injection modes, it is 6E�6H1�6PI
�6H2. The curve trend of F.UD value at different injection tim-
ing for five-pulse injection modes correlates closely with their
pulse fuel mass distribution, when looking at Table 1, where the
sum of the first two pulse injections fuel mass for five-pulse in-
jection modes stands in the line of 5E�5H2�5H1�5PI. It be-
haves just the same as their F.UD values do, except for the two
modes of 5H2 and 5E. It can be explained by the over large fuel
mass of the third pulse injection of 5H1. For the same argument,
the first three pulse-injections fuel mass sum for six-pulse injec-
tion modes stands in the line of 6E�6H1�6PI�6H2, which is
also the same sequence as their F.UD values. So it comes to the
conclusion that the pulse fuel mass at earlier injection stage
should be as small as necessary for eliminating wall wetting and
overly large fuel mass for any individual pulse injection should be
avoided for the same purpose.

Combustion Analysis. In order to carry out combustion analy-
sis, typical parameters of combustion process are deduced from
measured in-cylinder pressure data. For a further understanding of
the combustion phenomenon of early in-cylinder multipulse injec-
tion, some simulation results of chemical kinetics is also cited in
this section.

Figures 13–15 show the calculated rate of heat release �ROHR�
and the cumulated heat release �CHR�, which is normalized by the
total energy of cycle fuel, based on the measured in-cylinder pres-
sure data at three typical injection timings of −110, −90, and
−50 deg CA ATDC for five- and six-pulse injection modes, re-
spectively �The latest injection timing for 6H2 is −60 deg CA
ATDC�. As shown in these figures, the low-temperature reaction
of in-cylinder fuel always starts at about −25 deg CA ATDC for
all test cases and the corresponding in-cylinder temperature is
about 800 K. It is consistent with the simulation results calculated
by the state key lab engines �SKLE� chemical kinetic model �24�.

However, it is clearly seen from these figures that the ROHR and
the CHR curves during the low-temperature reaction vary with
different injection timing and mode. At earlier injection timings,
such as −110 and −90 deg CA ATDC, lower ROHR and less CHR
appear than do at later injection timings. It causes delayed high-
temperature reaction, leading to low peaks of ROHR with tardy
rising rates. When looking at the curves of ROHR, the different
curve trend yield different total released fraction of cycle fuel
energy, which correlates very well with energy distribution, in-
cluding F.Work and F.UD shown in Figs. 11 and 12. For the mode
with the higher value of unburned fuel droplets F.UD, its ROHR
for low- and high-temperature reaction becomes lower, and vice
versa.

At later injection timing such as −50 deg CA ATDC, in Fig. 15,
especially for modes of 5PI and 6H2, higher ROHR and more
released total energy CHR appear. From the view points of fuel
wall impingement and thermal efficiency, very precise regulation
of fuel system parameters is necessary for homogeneous mixture
preparation in HCCI combustion, including injection mode modu-
lation, injection timing selection and also injector nozzle configu-
ration design.

Figure 16 shows the combustion durations �d for these multi-
pulse injection modes derived from their ROHR data, which is
defined as

�d = �90 − �10 �5�

where �90 is the crank angle when 90% of total released heat of a
test case is released �in degrees CA�; �10 is the crank angle when
10% of total released heat of a test case is released �in degrees

Fig. 13 ROHR, CHR, and mean cylinder temperature for vari-
ous five- and six-pulse injection modes at injection timing of
−110 deg CA ATDC: „a… modes of five-pulse injection; and „b…
modes of six-pulse injection
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CA�. Compared combustion durations �d for these injection
modes in Fig. 16 with their corresponding energy distribution in
Figs. 11 and 12, it is clear to see that �d for a certain mode also
correlates closely with its F.Work and F.UD. The longer the �d, the
higher the F.Work and the less the F.UD, but the longest �d here is
shorter than that of conventional diesel combustion. Therefore,
lower ROHR companied with shorter �d is the consequence that
less fuel completes mixing process and takes part in combustion,
resulting in higher F.UD. Although the NOx emissions are pretty
low with many injection modes at earlier injection timings of
−110 and −90 deg CA ATDC, only those with no heat loss of
F.UD and high thermal efficiency are the target of injection mode
control.

On the other hand, it is confirmed from analysis of combustion
duration and ROHR that the premixed combustion process orga-
nized by multipulse injection is not a flash explosion of high-
temperature reaction but a typically finite rate reaction process.
Looking at Figs. 13 and 14, when at injection timing of −110 and
−90 deg CA ATDC respectively, there are long tails of ROHR
curves after the heat release peak of premixed combustion for
various modes, which keep for about 40 degs CA. In order to
understand the mechanism of tail combustion, a newly developed
n-heptane reduced chemical kinetic model for diesel HCCI com-
bustion was employed to study the effects of engine operating
conditions, including fuel/air equivalence ratio �, intake pressure
and temperature, compression ratio, engine speed, and so on, on
the formation and transformation rates of CO into CO2.

Figure 17 shows a calculated result based on the model under
the precondition of 325 K intake temperature, 1.2 bar intake pres-

sure, 1400 rpm engine speed and 14.4 compression ratio. It can be
seen that CO formation starts at various time, corresponding to
various fuel/air equivalence ratio �, but it may be really caused by
the difference of temperature in various in-cylinder fuel concen-

Fig. 14 ROHR, CHR, and mean cylinder temperature for vari-
ous five- and six-pulse injection modes at injection timing of
−90 deg CA ATDC: „a… modes of five-pulse injection; and „b…
modes of six-pulse injection

Fig. 15 ROHR, CHR, and mean cylinder temperature for vari-
ous five- and six-pulse injection modes at injection timing of
−50 deg CA ATDC: „a… modes of five-pulse injection; and „b…
modes of six-pulse injection

Fig. 16 Combustion durations for various five- and six-pulse
injection modes at different injection timing
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tration regions, which is due to different fuel evaporation heat and
charge specific heat. A clear evidence is that the start of CO for-
mation when �=1 is delayed for about 15 degs CA compared to
that of when �=0.15. For �=1.25, CO formation actually does
not occur because of the lower compression temperature than the
activation temperature at which the in-cylinder low-temperature
reaction begins. However, it is interesting to find that the transfor-
mation rate of CO into CO2 depends strongly on fuel/air equiva-
lence ratio �, as shown in Fig. 17. When �=0.15, the transfor-
mation of CO into CO2 does not occur, so the already generated
CO due to low-temperature reaction certainly becomes the source
of CO emission. In these test cases, the fuel in cooler and over-
mixing zones may form such very lean mixture, leading to sub-
stantive heat loss of CO. The transformation time of CO advances
as � increases from �=0.18. When �=0.7, the highest transfor-
mation rate is observed. For �=1, CO2 dissociation delays the
transformation rate of CO into CO2 due to a very high combustion
temperature of about 2800 K, as shown in Fig. 17.

In the present study, the premixed charge is prepared by a series
of multipulse injection modes at a certain injection time sequence.
Therefore, the in-cylinder mixture is actually stratified in both
fuel/air equivalence ratio and temperature. Thus, the long tails of
ROHR curves appearing in Figs. 13 and 14 at earlier injection
timings of −110 and −90 deg CA ATDC can be explained by the
fact of the low transformation rate of CO into CO2 in local lean
and cooler regions due to charge stratification.

Looking at the curves of ROHR in Fig. 15 for five- and six-
pulse injection modes at injection timing of −50 deg CA ATDC,
there also exist long tails after the heat release peaks of premixed
combustion for almost all these modes, with features of diffusion
combustion, which are different from those at earlier injection
timings of −110 and −90 deg CA ATDC. For instance, on the
ROHR curve of 6E, a diffusion combustion heat release peak after
the premixed combustion heat release peak is clearly observed,
which causes NOx emissions to increase rapidly, as shown in Fig.
7. As mentioned above, the low-temperature reaction for all these
modes starts at about −25 deg CA ATDC and the high-
temperature reaction for all these modes starts at about −17 deg
CA ATDC. Therefore, only the last pulse injection ends before
−17 deg CA ATDC can fuel injection and combustion be sepa-

rated, and it even ends closely before −17 deg CA ATDC, the
diffusion combustion may be avoided if flash mixing is realized.
In this study, however, it is shown that a certain mixing time is
necessary to separate fuel mixing and combustion for the purpose
of low NOx emissions. From Figs. 7, 11, and 12, it can be found
that the injection timing of −90 deg CA ATDC for all the test
cases is close to the optimum injection timing from the view
points of NOx emissions and thermal efficiency compromise.
Thus, in Figs. 4 and 5, where we show the injection time sequence
for five- and six-pulse injection modes at various injection tim-
ings, the minimum mixing time �MMT� between the end of the
last pulse injection and the start of high temperature reaction
�SHTR� should be in the range of 12.5–22.5 degs CA. The lowest
value of 12.5 degs CA belongs to hump mode with six-pulse in-
jection, and the highest one belongs to progressive increase mode
with five-pulse injection.

Summary

1. The effects of multipulse injection modes on engine
emissions and thermal efficiency were investigated by
engine test with various modulated multipulse injection
rate patterns. It is confirmed that early in-cylinder injec-
tion diesel HCCI combustion is very sensitive to multi-
pulse injection modes as well as injection timing, be-
cause they effect the pulse fuel distribution, the fuel jet
behavior of atomization, evaporation, mixing, and finally,
the energy distribution of cycle fuel mass, which is inter-
related closely with engine thermal efficiency. Many in-
jection modes are able to achieve extra low NOx emis-
sions, but only those carefully modulated can meet the
requirement of low emissions of NOx and PM and ther-
mal efficiency high enough, with which wall wetting and
unburned fuel droplets loss can be eliminated.

2. For the purpose of higher thermal efficiency and extra
low NOx and PM emissions, the optimum injection start
timing is around −90 deg CA ATDC. Further retarding of
injection would increase NOx emissions dramatically due
to diffusion combustion, and on the contrary, would re-
sult in increase of wall wetting and unburned fuel drop-
lets loss.

3. For the same purpose, there must be a so-called mini-
mum mixing time interval between the end of the multi-
pulse injection and the start of combustion, which falls in
the range of 12.5–22.5 degs CA in this study. The largest
value belongs to the progressive increase mode �PI� with
five-pulse injection and the lowest value belongs to the
hump mode with six-pulse injection. The latter obtains a
little better engine performance.
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Application of Controllable
Electric Coolant Pump for Fuel
Economy and Cooling
Performance Improvement
The engine cooling system for a typical class 3 pickup truck with a medium duty diesel
engine was modeled with a commercial code, GT-Cool, in order to explore the benefit of
a controllable electric pump on the cooling performance and the pump operation. As the
first step, the cooling system model with a conventional mechanical coolant pump was
validated with experimental data. After the model validation, the mechanical pump sub-
model was replaced with the electric pump submodel, and then the potential benefit of the
electric pump on fuel economy was investigated with the simulation. Based on coolant
flow analysis, a modified thermostat hysteresis was proposed to reduce the recirculating
flow and the electric pump effort. It was also demonstrated that the radiator size could be
reduced without any cooling performance penalty by replacing the mechanical pump with
the electric pump. The predicted results indicate that the cooling system with the electric
pump can dramatically reduce the pump power consumption during the FTP 74 driving
schedule and that the radiator can be downsized by more than 27% of the original size,
under the grade load condition. �DOI: 10.1115/1.2227035�

Introduction
The need for higher fuel economy and performance has stimu-

lated the introduction of advanced mechatronics technology to
automobile systems, and a significant portion of vehicle compo-
nents has been replaced with actively controllable electronic com-
ponents. However, the basic design of automotive cooling systems
with passively controlled components has remained essentially
unchanged over a very long period of time �1�. For instance, a
mechanical coolant pump is driven by the engine and the pump
speed is in proportion to the engine speed. Accordingly, the cool-
ant flow rate is determined by the engine speed, which is not an
optimal control in most cases. Hence, a conventional engine-
driven coolant pump could cause unnecessary parasitic losses. For
this reason, an actively controllable electric coolant pump has
been introduced to allow control of the coolant flow rate regard-
less of engine speed and enable a subsequent reduction of the
parasitic losses.

Another potential benefit of the electric coolant pump is the
possibility for radiator downsizing. Cooling systems are usually
designed for extremely severe conditions. Since the mechanical
coolant pump speed and coolant flow rate are governed only by
the engine speed, the design points of the cooling components in
conventional cooling systems are based on low coolant flow
ranges at high loads and hot ambient temperatures. Therefore, a
cooling system designed to prevent system failure at occasional
extreme conditions is inevitably overdesigned for the majority of
normal, mild driving conditions. However, the pump speed and
the coolant flow rate in a cooling system with an electric coolant
pump can be controlled, depending on the coolant temperature,
regardless of the engine speed, which indicates flexibility in se-
lecting the operating point.

Research results on advanced cooling systems have been pub-
lished over the last several years, with a primary focus on control
schemes based on simulation studies. Xu et al. �2,3� developed,

simulated, and tested a control scheme for various cooling com-
ponents of a heavy duty diesel engine cooling system. In their
work, a computer controlled fan clutch, variable speed coolant
pump, and a modified thermostat were introduced to the control
scheme. Melzer et al. �4� proposed the potential of a demand-
responsive cooling system and specified the requirements and they
built a conceptual advanced cooling system to demonstrate the
fuel economy benefit of the system experimentally. Hnatczuk
et al. �5� introduced servo-motor driven coolant pumps in order to
improve thermal efficiency, reduce engine parasitic losses, and
control the engine temperature or emissions. Cortona et al. �6�
developed a thermal behavior model of a cooling circuit and a
control method for an electric pump and valve. A servo motor
driven valve and pump were installed into the cooling system to
regulate the coolant flow with an engine control unit by Wagner
et al. �7,8�. In their work, the coolant flow rig tests were per-
formed to study these dual actuators. They used an electric heater,
not a real engine, to simulate the heat rejection from the engine.

Previous investigations were aimed at the development of a
cooling system model and control scheme for electric pumps and
valves. However, they were conducted to validate model with rig
tests or research engine tests for the simulated simple engine con-
dition, and not necessarily focused on demonstrating the improve-
ment of fuel economy for vehicle driving schedules. Moreover,
the radiator downsizing, which can be another benefit of the elec-
tric pump, has rarely been studied in previous researches.

Thus, the objective of this work is to conduct simulation studies
in order to evaluate the impact of a controllable electric pump on
the cooling performance and pump operation for the vehicle driv-
ing schedule. The possibility of radiator downsizing with an elec-
tric pump is also investigated. At first, the conventional cooling
system model for a V6 diesel engine vehicle was configured using
a commercial code, GT-Cool, and then it was validated with ex-
perimental data. The cooling system model was modified to
implement the electric pump into this system. Next, the reduction
of the electric pump power consumption was investigated. Finally,
a simulation under the grade load condition was conducted to
evaluate the possibility of radiator downsizing with a controllable
electric pump.
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Modeling. A V6, 4.5 l diesel engine with its cooling system
was used to configure the cooling system model shown in Fig. 1.
Table 1 shows the specifications of the engine.

The cooling system model was built with the commercial code,
GT-Cool from Gamma Technologies. GT-Cool is based on one-
dimensional fluid dynamics, representing the flow and heat trans-
fer in the pipe and the other components of a cooling system, and
it is a module-based code that provides flexible model configura-
tion capability.

The complete V6 diesel engine cooling system model is pre-
sented in Fig. 2. Various modules in the GT-Cool library were
configured in order to simulate the cooling components. The com-
ponents and modeling approaches for the V6 diesel engine and
each cooling component are as follows:

Engine. The engine was modeled with a look-up table type
module. The engine heat rejection rate and BSFC data as a func-
tion of engine speed and load �BMEP� were provided by a user
input file. In this work, the engine performance maps were ob-
tained from the engine dynamometer test. In order to simulate the

driving schedule, engine operating points, including engine speed
and load, were specified as a function of time by another user
input file.

Engine Block. The lumped thermal mass method was used to
calculate the heat transfer to the environment. In this model, the
engine block was assumed to have a uniform wall temperature
that was calculated from the balance of heat rejection by the en-
gine, heat transfer to the coolant, and heat transfer to the ambient
air.

Coolant Pump. Pump performance maps were used in order to
calculate the pump power consumption. The map data of me-
chanical and electric pumps were provided by International Truck
and Engine Co. and Engineered Machined Products, Inc. �EMP�,
respectively. Pump performance maps consist of pressure rise,
flow rate, pump speeds, and efficiencies. Based on these map data,
the pump power consumption was calculated using the following
equation:

P = � · Q · �P �1�

where P=pump power consumption �kW�, �=pump efficiency,
Q=volumetric flow rate �m3/s�, �P=pressure rise across the
pump �kPa�

Table 1 Specifications of a V6, 4.5 l diesel engine

Engine type Diesel, 4-cycle

Configuration V6
Bore and stroke 95 mm�105 mm

Compression ratio 18.5: 1
Aspiration Turbocharger, intercooler

Combustion System Direct Injection
Max. power 200 hp@2750 rpm
Max. torque 440 lb-ft@1850 rpm

Fig. 1 Schematic diagram of V6, 4.5 l diesel engine with its
cooling system

Fig. 2 Complete conventional cooling system model
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Oil Cooler. The heat addition model was used to simulate an
oil cooler, which means that the heat from the oil is added directly
to the coolant. The heat addition rate from the oil cooler to the
coolant depends on engine speed and load. The heat addition rate
at the full load condition was measured at each engine speed, and
the heat addition rate at the part load condition was calculated by
interpolating the full load data.

Radiator. Two modules, as shown in Fig. 2, were used to
model the heat exchange between two fluid circuits, i.e., coolant
and air. The heat transfer coefficients were calculated from the
separate Nusselt number’s,

Nu = a Reb Pr1/3 �2�
where

Nu = �hL

k
�

Re = ��UL

�
�

Pr = ��CP

k
�

The constants a and b were extracted from steady-state experi-
mental performance data and the values are listed in Table 2. The
specifications of the radiator are summarized in Table 3.

Model Validation
Experimental data of the V6, 4.5 l diesel engine with a conven-

tional mechanical pump provided by Ford Motor Co. was used to
validate the cooling system model. The heat rejection rate from
the engine block to the coolant was measured, which was used as
the input data for the engine model. The steady state experiments
were conducted in order to specify the heat transfer coefficient of
the radiator. The coolant temperature was measured at three
points, before and after the thermostat and radiator exit.

The experimental condition for validation was the FTP 74 ve-
hicle driving cycle, which is shown in Fig. 3. The cooling fan was
operated at a constant speed of 3000 rpm. Figure 4 shows the
comparison of predicted and measured coolant temperatures dur-
ing the FTP 74 driving cycle. As shown in this figure, the pre-
dicted coolant temperature is very well matched with experimen-
tal data. This result indicates that this cooling system model is
capable of simulating coolant temperature behavior during a
transient engine condition and evaluating the cooling system
performance.

Figure 5 shows the predicted coolant mass flow rate to the
pump and radiator. As can be seen in this graph, the coolant flow
to the pump inlet is much higher than to the radiator. Under nor-

mal driving conditions at moderate ambient temperatures, which
are represented by the FTP 74 driving cycle, most of the coolant
recirculates inside the engine and the coolant flow to the radiator
is limited by the thermostat to prevent overcooling, until the en-
gine coolant temperature becomes higher than the thermostat
opening temperature. This is because the cooling system is usually
designed to prevent overheating at extremely severe conditions.
This phenomenon indicates that a majority of the power con-
sumed by the pump is wasted on recirculating the coolant instead
of cooling the engine. Hence, a new cooling device, such as a
controllable electric pump, has a significant potential to save the
excess power consumption of the coolant pump.

Electric Coolant Pump
The application of the electric coolant pump enables the reduc-

tion of power consumption by optimizing coolant flow control. In
addition, an electric coolant pump has a higher efficiency than a
mechanical pump. One of the reasons for this is that a mechanical

Table 2 Coefficient of Nusselt correlation

Water side a 1.1714
b 0.2289

Air side a 0.0277
b 0.9711

Table 3 Specifications of the radiator

Height of radiator �mm� 434
Width of radiator �mm� 810
No. of radiator tube rows 56
Radiator tube depth �mm� 25.91
Radiator fin thickness �mm� 0.1016
Radiator fin height �mm� 9.15

Fig. 3 Engine transient duty cycle corresponding to the Fed-
eral Urban Vehicle Schedule

Fig. 4 Comparison of temperature predictions and measure-
ments during the FTP 74 driving cycle

Fig. 5 Predicted coolant mass flow rates during the FTP 74
driving cycle
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pump receives driving power through belts or gears. Its configu-
ration with a drive shaft and auxiliary elements reduces hydraulic
efficiency. However, an electric pump is directly driven by an
electric servo-motor, which can eliminate external elements, such
as the belt pulley, and offer more flexibility in the pump configu-
ration design in order to enhance the hydraulic efficiency �9�.

The electric pump characteristics data were used to investigate
the effect of an electric pump on power saving. Figure 6 shows the
comparison of the total efficiency between mechanical and elec-
tric pumps plotted using the same scale. The overall efficiency of
the electric pump is much higher than that of the mechanical
pump over the complete flow range. The cooling system model
was modified to simulate an electric pump.

Figure 7 shows the FTP 74 driving cycle simulation result using
an EMP electric coolant pump. The minimum pump speed was set
at 200 rpm to facilitate a more stable speed control and avoid
potential, local hot spots. The engine-out coolant temperature
from the experimental data was used as a target temperature for
PID control in order to compare the pump power consumption
between two cases under the same condition. The simulation re-
sult shows good agreement with the target signal. Up to 200 s, the
coolant temperature gradually increased, which is the warm-up
period, and then it converged to about 365 K.

The coolant mass flow rates to the electric coolant pump and
the radiator during the FTP 74 driving cycle are presented in Fig.
8. The coolant mass flow toward the mechanical pump was
changed in proportion to the engine speed regardless of the cool-
ant temperature, as shown in Fig. 5, which is the reason for the
unnecessary parasitic losses. In cases of the electric pump, the
coolant mass flow was maintained at the initial rate as determined
by the initial pump speed during the warm-up period, and then the
coolant mass flow gradually increased to match the target signal.
However, the coolant mass flow by the electric pump increased to

match the target signal in spite of the convergence of the engine-
out coolant temperature as shown in Fig. 7. This was caused by
conventional thermostat characteristics. The FTP 74 driving cycle
consists of various part load conditions, which are mild for the
cooling system. Hence, the conventional thermostat lift is varied
within the small range. Because of the small thermostat lift, most
of the coolant flow cannot go through the radiator but recirculates
inside the engine, as can be seen in Fig. 8, and the radiator is not
effectively used to cool down the engine. For this reason, the PID
controller increases the pump speed, and consequently, the coolant
mass flow is increased to cool down the engine. As a result, even
though the coolant flow was controlled to match the target signal
by the PID controller with the electric pump, most of the coolant
still recirculated inside the engine, which indicates a significantly
untapped possibility for power saving.

After the thermostat is opened, the coolant flow is divided into
two directions, which are the recirculating flow and the flow to the
radiator. In other words, the coolant flow to pump is the sum of
the recirculating flow and the coolant flow to the radiator. Hence,
if the radiator is effectively used to cool down the engine by
modifying the thermostat hysteresis, the recirculating coolant flow
could be reduced and additional power saving can be achieved.
The effect of the thermostat hysteresis on the coolant flow rate to
the pump was investigated during the FTP 74 driving cycle. The
opening/closing temperatures of the thermostat were modified
without any change of the hysteresis curve shape, as can be seen
in Fig. 9. In Fig. 10, the coolant mass flow to the pump was
predicted with the modified thermostat hysteresis which was re-
duced by 1, 3, and 5°C. The coolant mass flow to the pump
decreased until the thermostat hysteresis was moved down by
5°C, and in that case the initial coolant flow was maintained
unchanged during the FTP 74 driving cycle. Therefore, the ther-
mostat hysteresis has to be modified in order to reduce the electric
pump effort.

Figure 11 shows the effect of the thermostat hysteresis on the
engine wall temperature with the electric pump operating. Even

Fig. 6 Comparison of mechanical and electric coolant pump
efficiencies

Fig. 7 Comparison of coolant temperature at the exit of engine
block between mechanical and electric pumps during the FTP
74 driving cycle

Fig. 8 Predicted coolant mass flow rates with the electric
coolant pump during the FTP 74 driving cycle

Fig. 9 Modification of thermostat hysteresis
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though the thermostat was opened at a lower temperature than the
original thermostat, the engine block wall temperature rarely fell
because the heat transfer to the coolant was lower with the smaller
coolant mass flow. This result indicates that the initial coolant
flow rate is enough to cool down the engine with the modified
thermostat.

Figure 12 shows the pump power consumption during the FTP
74 driving cycle. Compared with the mechanical pump, more than
86% of the power was saved by using the electric pump with the
original thermostat, due to the higher efficiency of the electric
pump, and more than 99% of the power was saved using the
modified thermostat hysteresis. In order to utilize the electric
pump for reducing the power consumption, the minimum pump
speed, which was set at 200 rpm, should be carefully determined.
Otherwise, an insufficient coolant flow rate due to a low minimum
pump speed setting for the electric pump could cause local hot
spots on the engine block or head. Therefore, the minimum pump
speed or coolant flow rate has to be investigated in order to pre-
vent hot spots in the application of the electric pump.

Radiator Downsizing
Radiator downsizing is another important benefit in the devel-

opment of a cooling system with an electric pump. As mentioned
early, a mechanical pump circulates coolant through the water
jacket and radiator while the pump speed and coolant flow rates
are determined only by the engine speed. Hence, the design points
of radiator size are based on a low coolant flow range at a high
load and hot ambient temperature in order to prevent overheating.
However, the electric coolant pump is operated independent of
the engine speed. For this reason, it is expected that a cooling
system with an electric pump gives the possibility for radiator
downsizing.

The possibility of radiator downsizing was evaluated using this
cooling system model. The conditions for the simulation study of

radiator down-sizing are summarized in Table 4. The vehicle con-
dition for the cooling test procedure was selected from a published
piece of research �10�. The vehicle was driven under a grade load
condition �7% grade at 72 km/h for 30 min� at a high ambient
temperature. In order to find the corresponding engine condition,
Vehicle and Engine SIMulation �VESIM�, which was developed
by researchers in the Automotive Research Center at the Univer-
sity of Michigan, was used �11�. The driveline and vehicle dy-
namic model were configured for a typical pickup truck with a
gross vehicle weight of 3150 kg �Class 3 vehicle�, and the engine
performance map from a dynamometer test was used in VESIM.
The corresponding engine speed was 2194 rpm at a 73% load. It
was assumed that the radiator inlet air temperature was 65°C,
taking into account high ambient temperature and air-conditioner
operation. The radiator inlet velocity was estimated with a corre-
lation developed from experimental results, which determined the
effect of a vehicle speed on the radiator inlet velocity �12�. The
coolant flow rate was determined by the pump speed in proportion
to engine speed in a conventional cooling system. However, the
electric pump was operated at its maximum speed. It was assumed
that a downsized radiator has the same performance as the original
radiator, which means that it has the same heat rejection rate per
area as the original. The initial coolant temperature was set at
90°C to simulate a grade load test after a fully warmed up vehicle
condition

The size of the radiator should be designed such that the vehicle
can avoid overheating under the extreme conditions described
above. In order to determine if the radiator size can be reduced
with the electric pump, the maximum cooling capacity of the
cooling system with a mechanical pump was evaluated first. Then,
the cooling capacity of the system with the electric pump was

Table 4 Condition for simulation study of radiator downsizing

Vehicle condition 72 km/h, going up 7% grade
Driving time: 30 min

Ref. 10
Corresponding engine condition:

2194 rpm, 73% load
Radiator inlet
temperature

65 °C

Radiator inlet air
velocity

Function of vehicle speed:
based on experimental data

Ref. 12
Initial coolant
temperature

90 °C

Pump speed Electric pump: max. speed
Mechanical pump:

in proportion to engine speed
Radiator

performance
Same heat rejection rate per area,

only scaled down

Fig. 10 Predicted coolant mass flow rates toward the electric
coolant pump inlet with the modified thermostat hysteresis

Fig. 11 The effect of thermostat hysteresis on the engine wall
temperature

Fig. 12 Comparison of coolant pump power consumption dur-
ing the FTP 74 driving cycle
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investigated. The performance difference between the two systems
indicated the potential for down-sizing, as discussed in detail in
the remainder of this section.

The cooling capacity of each cooling system was investigated
under a grade load condition. Figure 13 shows the coolant tem-
perature trace with the original size radiator. The coolant tempera-
ture reached up to 378 K in the case of the conventional cooling
system. However, the maximum coolant temperature attained with
the electric pump system was lower than the conventional pump
case. This result shows that a cooling system with an electric
pump could operate with a down-sized radiator and still satisfy the
cooling performance comparable to a conventional system.

Consequently, the radiator size was scaled-down until the maxi-
mum coolant temperature matched the conventional case, which is
shown in Fig. 14. This led to the reduction of the radiator size by
27% with the electric pump. It is possible to make an engine
compartment more compact and reduce the weight by downsizing
the radiator and consequently, enable an additional fuel economy
improvement.

Conclusion
A cooling system model for a typical class 3 pickup truck with

a medium duty diesel engine was configured with a commercial
code, GT-Cool. The simulation results were compared with ex-

perimental data in order to validate the cooling system model, and
then the reduction of the pump power consumption was investi-
gated under realistic driving conditions. Finally, a simulation un-
der a grade load condition was conducted to evaluate the possi-
bility of radiator down-sizing with an electric pump. The main
conclusions of this research are summarized as follows:

�1� Compared to a mechanical coolant pump, power consump-
tion can be reduced by more than 87% during the FTP 74
driving cycle with an electric pump. The benefit is the re-
sult of both the ability to control the pump speed and the
increased efficiency of the electric pump.

�2� Thermostat hysteresis has to be modified in order to take
full advantage of the electric pump operation.

�3� The cooling system with the electric pump enables the re-
duction of a radiator size by more than 27% of the original
size. The benefit stems from the ability to increase the
pump speed to its maximum value, independent of the en-
gine speed.
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Modeling Diesel Spray Flame
Liftoff, Sooting Tendency,
and NOx Emissions Using
Detailed Chemistry With
Phenomenological Soot Model
A detailed chemistry-based CFD model was developed to simulate the diesel spray com-
bustion and emission process. A reaction mechanism of n-heptane is coupled with a
reduced NOx mechanism to simulate diesel fuel oxidation and NOx formation. The soot
emission process is simulated by a phenomenological soot model that uses a competing
formation and oxidation rate formulation. The model is applied to predict the diesel
spray lift-off length and its sooting tendency under high temperature and pressure con-
ditions with good agreement with experiments of Sandia. Various nozzle diameters and
chamber conditions were investigated. The model successfully predicts that the sooting
tendency is reduced as the nozzle diameter is reduced and/or the initial chamber gas
temperature is decreased, as observed by the experiments. The model is also applied to
simulate diesel engine combustion under premixed charge compression ignition (PCCI)
conditions. Trends of heat release rate, NOx, and soot emissions with respect to EGR
levels and start-of-injection timings are also well predicted. Both experiments and models
reveal that soot emissions peak when the start of injection (SOI) occurs close to TDC.
The model indicates that low soot emission at early SOI is due to better oxidation while
low soot emission at late SOI is due to less formation. Since NOx emissions decrease
monotonically with injection retardation, a late injection scheme can be utilized for
simultaneous soot and NOx reduction for the engine conditions investigated in this
study. �DOI: 10.1115/1.2181596�

1 Introduction
A better understanding of the diesel spray combustion process

is crucial to help design low emission diesel engines. This is im-
portant because diesel engine manufacturers are facing stringent
emission regulations. Motivated by the need to better understand
the soot and NOx formation processes in diesel sprays, researchers
have made direct optical measurements in both engines �1–5� and
high-temperature, high-pressure combustion chambers �6–8�.
These investigations have provided new insights into diesel spray
combustion and emission formation processes and have also
helped numerical model development �9–12�.

Experimental data have been used to construct a conceptual
diesel spray combustion image that depicts the flame structure and
soot and NOx distributions �1�. It has been shown that the details
of the flame structure are crucial to the soot formation process
during the mixing-controlled combustion phase �7,8�. The lifted
flame consists of a diffusion flame at the periphery of the fuel jet
�where NOx is formed� and a rich reaction zone located down-
stream of the lift-off length in the central region of the fuel jet
�where soot is formed�. The lift-off length determines the time for
fuel-air mixing prior to ignition and entering the reacting zone,
and thus will affect the sooting tendency of diesel fuel jet.

As a complement to optical soot and NO diagnostics, predictive

numerical models can also help understand the diesel spray com-
bustion process and provide insights to the details of flame struc-
ture. Development and applications of engine CFD models have
become increasingly important and effective in analyzing the
complex diesel combustion process �9–12�. The use of detailed
chemistry is also essential to better predict fuel oxidation and
emission formation, especially for the low-temperature HCCI
combustion process which is of much interest �11,12�.

This study develops a numerical model that uses detailed
chemical kinetics to simulate the diesel lift-off flame and its com-
bustion and emission formation. The model is validated using ex-
perimental combustion and emission data from a combustion ves-
sel and from a heavy-duty diesel engine under various operating
conditions.

2 Model Formulation

2.1 Engine CFD Code. The CFD code is a version of
KIVA-3V �13� with improvements in various physical and chem-
istry models developed at the Engine Research Center, University
of Wisconsin—Madison. The major model improvements include
the spray atomization, drop-wall impingement, wall heat transfer,
piston-ring crevice flow, and soot formation and oxidation models
�14,15�. The RNG k-� turbulence model was used for in-cylinder
flow simulations using the standard values for turbulence param-
eters as those derived originally �16�.

Since detailed reaction mechanisms for n-heptane were used to
simulate diesel fuel chemistry, the CHEMKIN chemistry solver
�17� was integrated into KIVA-3V for solving the chemistry dur-
ing multi-dimensional engine simulations. The chemistry and flow
solutions were then coupled. Details of the model can be found in
the original literature in which various PCCI engines have been
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simulated, including premixed and direct-injection conditions
�11,12�. It should be noted that the chemistry and flow turbulence
are already coupled using the present model via diffusion trans-
port, and a subgrid scale turbulence-chemistry interaction model
is not used in this study. The turbulence affects the combustion by
property transport, wall heat flux, etc.

2.2 Fuel Oxidation Chemistry. A skeletal reaction mecha-
nism for n-heptane �18� was used to simulate diesel fuel chemistry
due to their similar ignition characteristics and cetane number.
This mechanism is obtained from a larger mechanism �19� using
an interactive reduction scheme that utilizes SENKIN,
XSENKPLOT, and genetic algorithm optimization. The resulting
mechanism retains the main features of the detailed mechanism
and includes reactions of polycyclic aromatic hydrocarbons. The
mechanism was validated using constant-volume ignition delay
data in a shock tube and also from engine combustion
experiments.

In the present study, the physical properties of the fuel use those
of tetradecane �C14H30�, based on which the spray atomization
model was developed �15�. However, due to the availability of the
reaction mechanism and the similar cetane number �56 for
n-heptane�, the reaction chemistry of n-heptane is used to simulate
that of diesel fuel.

2.3 Reduced NO Reaction Mechanism. A new NO mecha-
nism was obtained by reducing the Gas Research Institute �GRI�
NO mechanism �20�, which contains an additional 22 species and
101 reactions pertaining to the formation of nitric oxides, in ad-
dition to the fuel oxidation mechanism. The GRI NO mechanism
was first integrated with the fuel oxidation mechanism to be used
in the SENKIN simulations. Both constant volume ignition delay
and zero-dimensional HCCI engine combustion simulations were
performed using SENKIN. The SENKIN solution files were then
analyzed by XSENKPLOT to help construct the reduced NO
mechanism. The choices of the resulting species and reactions are
based on their flux values, which are an indication of the relative
importance in the reaction pathway. The resulting NO mechanism
contains only four additional species �N, NO, NO2, N2O� and nine
reactions that describe the formation of nitric oxides as listed be-
low. All the rate constants remain the same as in the original GRI
NO mechanism �20�. Note that the sum of NO and NO2 in this
study is compared with the engine-out NOx emissions measure-
ments in this study.

The original GRI NO mechanism includes both thermal and
prompt NO. As a result of mechanism reduction, it was found that
the prompt mechanism reaction �such as CH+N2� is not signifi-
cant under the present conditions studied partly due to the lack of
fuel-bound nitrogen.

N + NO ⇔ N2 + O �1�

N + O2 ⇔ NO + O �2�

N2O + O ⇔ 2NO �3�

N2O + OH ⇔ N2 + HO2 �4�

N2O + m ⇔ N2 + O + m �5�

HO2 + NO ⇔ NO2 + OH �6�

NO + O + m ⇔ NO2 + m �7�

NO2 + O ⇔ NO + O2 �8�

NO2 + H ⇔ NO + OH �9�

2.4 Phenomenological Soot Model. Soot emissions are pre-
dicted using a phenomenological soot model �14� that was incor-
porated into the KIVA/CHEMKIN code. Two competing pro-

cesses are considered in this model, namely soot formation and

oxidation. The rate of change of soot mass Ṁs within a computa-

tional cell is determined from the soot formation rate Ṁsf and soot

oxidation rate Ṁso.

dMs

dt
=

dMsf

dt
−

dMso

dt
�10�

The formation rate uses an Arrhenius expression and the oxida-
tion rate is based on a carbon oxidation model, described as

dMsf

dt
= AsfMC2H2

Pnexp�−
Esf

RT
� �11�

dMso

dt
=

6Mwc

�sDs
MsRTotal. �12�

The original formation rate calculation used a characteristic-
time combustion model in which only seven major combustion
species were considered �14�, and fuel was used as the soot incep-
tion species in Eq. �11�. However, when a detailed reaction
mechanism is used for combustion simulation, fuel is depleted
quickly to form intermediate hydrocarbon species once reactions
start. Thus, it is no longer useful to use fuel as the inception
species for soot formation. Therefore, based on the previous lit-
erature and available species in the reaction mechanism used in
this study, it was decided to use acetylene �C2H2� as the inception
species for soot formation, i.e., MC2H2

in Eq. �11�. This is because
acetylene is the most relevant species pertaining to soot formation
in hydrocarbon fuels. The preexponential constant Asf was ad-
justed accordingly for the present implementation and also to ac-
count for the fuel effects. On the other hand, the soot oxidation
rate is determined by the Nagle-Strickland-Constable model that
considers carbon oxidation by two reaction pathways whose rates
depend on surface chemistry of two different reactive sites, as in
the original model �14�.

In the present model, Esf=12,500 cal/mol, Asf=150, soot den-
sity �s=2 g/cm3, and Ds=2.5E-6 cm. In the calculation, acety-
lene is consumed to form soot particles, which, in turn, will be
converted to CO, CO2, and HC as a result of oxidation.

3 Experiments

3.1 Sandia Combustion Chamber. Experiments conducted
in an optically accessible, constant-volume combustion chamber
under simulated quiescent diesel engine conditions were used for
model validations �7,8�. The vessel has a cubical combustion
chamber, 108 mm on a side. The fuel injector is centrally mounted
in one side of the chamber. Optical access is provided by sapphire
windows that permit line-of-sight and orthogonal optical access to
the injected fuel jet.

The high-temperature and high-pressure environments are cre-
ated by burning a specified premixed mixture before the start of
fuel injection. Optical diagnostics of diesel spray combustion are
performed under ambient conditions similar to those in typical
diesel engines at the time of injection. A wide range of pressure,
temperature, and density conditions were considered in the Sandia
experiments and some of the cases were used to validate the
present KIVA/CHEMKIN/soot model.

The flame lift-off experiments are valuable for model valida-
tions because they were under well-controlled environments and
well characterized. Low-temperature combustion characteristics
of the flame lift-off experiments can be related to those in diesel
engines. The fuel injectors and ambient conditions that result in
low emissions can be utilized to help achieve low emissions in
diesel engines �7,8�.

3.2 Caterpillar Diesel Engine. Engine experiments per-
formed on a Caterpillar heavy-duty diesel engine were also used
for model validations �21�. The engine is a single-cylinder engine
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whose specifications are listed in Table 1. The gaseous emissions
recorded in the experiments include NOx, intake CO2, exhaust
CO2, carbon monoxide, and hydrocarbons. The particulate was
measured using a full dilution tunnel and an AVL DPL 439 par-
ticulate analyzer. The EGR level was varied by changing the ex-
haust back pressure. The intake and exhaust pressures were con-
trolled by two Omega PID controllers, and the intake air flow
rates were measured using critical flow orifices.

Experimental data obtained using a high-pressure injector �21�
were simulated by the model. The engine operating conditions
were optimized to achieve low NOx and particulate emissions and
fuel consumption. The parameters that were varied included start-
of-injection timing and EGR. The fuel injector was a production
style Caterpillar electronic unit injector �EUI�. The experimental
results indicated that low emissions could be achieved by optimiz-
ing the operating conditions to allow an optimal time interval
between the end of fuel injection and the start of combustion. This
is to allow a longer time for better mixing to produce a more
homogeneous mixture. The experimental conditions used for
model validation are also listed in Table 1 and include three EGR
levels.

4 Results

4.1 Sandia Combustion Chamber. Experimental results of
the Sandia combustion chamber �7,8� were used to validate the
present models. The baseline experimental conditions for model
validations are listed in Table 2.

The computations used a 0.5 deg sector mesh with 2 mm grid
size in both radial and axial directions. The computational domain
was 12.6 cm in diameter and 10 cm in height such that the total
volume is the same as that of the combustion chamber in the

experiment. Uniform chamber temperature, pressure, and species
concentration based on experimental data were assumed initially
without considering combustion radicals.

A typical image of predicted fuel spray and gas temperature
distributions of a free diesel lift-off flame is shown in Fig. 1. The
injector is located at the top of the image. It can be seen that the
liquid fuel undergoes atomization, vaporization, and mixing with
entrained air before the lift-off location and then enters the reac-
tion zones. Put into the context of a transient injection process,
chemical reactions take place once the fuel is injected and mixed
with air, and lead to autoignition at a certain location as seen in
Fig. 1�a�. Note that in Fig. 1�a�, the light colors seen between the
spray tip and the ignition location indicate a continuous tempera-
ture rise as a result of preignition chemical reactions. The ignition
location is approximately where the steady-state flame is stabi-
lized in most cases, i.e., the lift-off location. The lift-off length is
thus determined by both fluid mechanics and chemical kinetics
that take place during the fuel/air mixing process prior to the
lift-off location.

It is believed that chemical reactions prior to the lift-off loca-
tion play an important role such that the flame is stabilized due to
successive ignition events of the incoming fuel-air mixture. For
example, it has been demonstrated that after the flame is estab-
lished, if the chemical reactions before the lift-off location are
suddenly deactivated, the flame is blown downstream and extin-
guished. It is noted that the high gas velocity of the injected diesel
fuel jet would require an unreasonably high turbulent flame speed
to balance the incoming reactive mixture in order to stabilize a
free standing diesel flame. Nonetheless, more research is needed
to study the physics of diesel flame lift-off under engine
conditions.

4.1.1 Spatial Soot Distributions. Planar laser-induced incan-
descence �PLII� images of soot along a thin plane of the fuel jet
were compared with model predictions, as shown in Fig. 2. The
injector orifice is located at the far left center of each image, with
fuel being injected to the right. The flame lift-off length was de-
termined from the OH chemiluminescence images in the experi-
ments �7,8�. It is defined as the axial distance between the orifice
and the location where the OH chemiluminescence intensity is
approximately 50% of that just downstream of the initial rapid rise
in the OH chemiluminescence. The cross-sectional average
equivalence ratio at the flame lift-off length was estimated and is
given on the left of the PLII images.

The present simulated soot mass fraction distributions are given
in Fig. 2�b� to compare with the PLII images. The predicted lift-
off length was determined from the contour of OH species using a

Table 1 Caterpillar 3410E engine specifications †21‡

Bore � Stroke 137.2 mm�165.1 mm
Compression ratio 16.1:1
Displacement 2.44 L
Connecting rod length 261.6 mm
Squish height 1.57 mm
Combustion chamber
geometry

In-piston Mexican hat with sharp-edged
crater

Piston Articulated
Charge mixture motion Quiescent
Maximum injection pressure 190 MPa
Number of nozzle holes 6
Nozzle hole diameter 0.214 mm
Included spray angle 145 deg
Injection rate shape Rising

Experimental conditions for model validation
Case group SOI �ATDC�
A �8% EGR� −20, −15, −10, −5, 0, +5
B �27% EGR� −20, −15, −10,−5, 0, +5
C �40% EGR� −20, −15, −10, −5, 0, +5

Table 2 Experimental conditions for model validations

Fuel #2 Diesel
Injection system Common-rail
Injection profile Top-hat
Injector orifice diameter 50, 100, 180 �m
Orifice pressure drop 138 MPa
Discharge coefficient 0.80, 0.80, 0.77
Fuel temperature 436 K
Ambient temperature 850–1300 K
Ambient density 7.3, 14.8, 30.0 kg/m3

O2 concentration 21%

Fig. 1 Sample images of the predicted fuel spray and gas tem-
perature distributions for dnozz=100 �m, Tamb=900 K, Pamb
=138 MPa, �amb=14.8 kg/m3. Color scale: 900 to 2600 K.
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similar method as in the experiments. The predicted equivalence
ratio at the lift-off length is also given on the left of the images.
The color scale of the predicted soot mass fraction is also shown
in Fig. 2.

It can be seen that the predicted soot distributions agree ex-
tremely well with the experiments. Both experiments and simula-
tions show that as the ambient gas temperature decreases, lift-off
length increases, soot concentration decreases, and the equiva-
lence ratio at the lift-off length also decreases. The conditions
with ambient temperatures 1000 and 900 K are found to be soot-
ing cases while no soot production is observed for the 850 K case,
as revealed by both the experiments and simulations. In the simu-
lations, the two sooting cases are found to have a soot mass frac-
tion of the order of 1.0E−5 while the predicted maximum soot
mass fraction is only about 1.0E−8 for the 850 K case. Other
comparisons between model results and experimental images sug-
gest that a soot mass fraction of 1.0E−5 can be used as the crite-
rion to specify sooting and nonsooting conditions in the simula-
tions. This criterion is used later in this paper to determine the
sooting limit of injectors with different orifice diameters.

The temporal evolution of a typical injection and combustion
event is illustrated in Fig. 3. Time after start of injection �ASI� for
each image is given on the left. The distance from the injector is
shown at the bottom. The dashed vertical line shows the lift-off

length �18.3 mm� and the solid line shows the x=50 mm position,
which was found in the experiments to have the peak soot emis-
sions at 3.2 ms ASI.

It can be seen from the figure that the evolution of the soot
emissions predicted by the model agrees well with the experimen-
tal results, especially after 2.0 ms. It was found that the model
predicts a slightly longer ignition delay which can explain the
lower soot formation at the early stages, e.g., at 1.3 ms ASI. Nu-
merical results indicate that soot does not appear upstream of the
lift-off length, which is consistent with the conclusion drawn from
the experiments �8�.

4.1.2 Axial Soot Distributions. The axial distributions of soot
along the centerline of the fuel jet were also compared. Figure 4
shows comparisons of measured time-averaged KL factors and
predicted soot mass fraction at 3.2 ms ASI. The KL factor is an
indication of optical thickness derived from laser-extinction soot
measurements �8�. The KL factor is proportional to the mass of
soot along the line of sight of the extinction measurement, so it
can be compared with the predicted soot mass that is integrated

Fig. 2 Comparisons between PLII images and predicted soot
mass fractions at the central plane of the fuel jet at 3.2 ms ASI.
The equivalence ratios were estimated at the lift-off length.
Relative PLII camera gain is given in brackets. dnozz=100 �m,
Pinj=138 MPa, �amb=14.8 kg/m3.

Fig. 3 Time sequence „ASI in ms… of PLII images and predicted
soot mass fraction contours. The lift-off length and x=50 mm
positions are shown on the images with vertical dashed and
solid lines, respectively. dnozz=100 �m, Pinj=138 MPa, Tamb
=1000 K, �amb=14.8 kg/m3.

Fig. 4 Comparisons of measured time-averaged KL factors
and predicted soot mass along the central axis of the fuel jet
for the same conditions as in Fig. 3. Both measured and pre-
dicted data were normalized to allow qualitative comparison.
Results were acquired at 3.2 ms ASI for dnozz=100 �m, Tamb
=1000 K, Pinj=138 MPa, �amb=14.8 kg/m3.
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along the same line.
Optical thickness data were acquired at multiple axial locations

along the centerline of the fuel jet at a certain time after start of
injection. Due to the different nature of the KL factor from mea-
surements and the integrated soot mass from the simulations, only
qualitative comparisons can be made to assess the model perfor-
mance. Thus, both measured KL factors and predicted soot mass
are normalized to allow qualitative comparisons, as shown in Fig.
4.

Comparisons of the normalized curves show good agreement in
the general trend of the soot distribution along the jet central axis.
Although the positions of the peak value of soot emissions differ
slightly between the simulation and experiments �50 mm in ex-
periments and �55 mm in simulation�, the agreement in the shape
of the curves indicates that the transient features of soot formation
and oxidation processes are captured by the present model.

Comparisons between the measured KL factors and predicted
soot mass along the central axis at 3.2 ms ASI were also presented
in Fig. 5 for other ambient gas temperature conditions of 950,
1100, 1200, and 1300 K. It can be seen that the predicted axial
soot distributions agree with measurements very well. It can be
seen that as the ambient temperature increases, the peak of the
soot curve moves upstream toward the fuel jet. The early soot
formation is consistent with the observation that lift-off length
decreases at high ambient temperatures as in Fig. 2.

4.1.3 Radial Soot Distribution. The measured radial soot dis-
tribution 50 mm downstream of the injector �location indicated by
the vertical solid lines in Fig. 3� was also compared with simula-
tions in Fig. 6. Optical thickness data were acquired at multiple
radial locations 50 mm from the injector at 3.2 ms ASI for the
same conditions as in Fig. 3. Note that a 3-D cubic mesh with
2 mm grid size was used for the calculation such that it would be
easier to integrate the soot mass in the radial direction. As before,
both measured KL factors and predicted soot mass were normal-
ized to allow qualitative comparisons. Figure 6 also indicates that
the simulation results match the experiments very well even for
such a small length scale �note that the length scale is 20 mm in
the radial direction while it is 100 mm for the axial direction�.

4.1.4 Sooting Tendency of Diesel Spray. The ultimate goal of
the numerical model is to predict the sooting tendency of a diesel

injector under different operating conditions. Figure 7 shows com-
parisons of the measured and predicted sooting tendency of diesel
injectors with different orifice diameters in an ambient density-
temperature domain. To the left of each curve are the nonsooting
regimes and to the right are sooting regimes. In the experiments,
the sooting limit is determined by the visibility of soot in the PLII
images. In the simulations, the maximum soot mass fraction of
1.0E−5 is used as the criterion, as discussed earlier.

To determine the sooting limit in the simulation, cases of dif-
ferent temperatures with a 25 K interval were simulated at a fixed
ambient density. For example, nonsooting and sooting cases are
marked with open and closed symbols, respectively, as shown in
Fig. 7. The average temperature between adjacent nonsooting and
sooting cases is regarded as the sooting limit for a specific injector
at the corresponding ambient density condition.

As can be seen in Fig. 7, although there are discrepancies be-
tween the exact locations of the measured and predicted sooting
curves, especially for the small orifice �50 �m� injector, the trends
are well predicted. As ambient density and temperature increase,

Fig. 5 Comparisons of measured time-averaged KL factors
and predicted soot mass for various ambient temperatures 950,
1100, 1200, and 1300 K. Both measured and predicted data
were normalized to allow qualitative comparison. Results were
acquired at 3.2 ms ASI for dnozz=100 �m, Pinj=138 MPa, �amb
=14.8 kg/m3.

Fig. 6 Comparisons of measured time-averaged KL factors
and predicted soot mass as a function of radial distance from
the jet centerline at an axial distance of 50 mm from the orifice
„vertical solid line in Fig. 3…. Both measured and predicted data
were normalized to allow qualitative comparison. Results were
acquired at 3.2 ms ASI for the same conditions as in Fig. 3.

Fig. 7 Measured „solid lines… and predicted „dashed… sooting
and nonsooting regimes as a function of ambient gas tempera-
ture and density for Pinj=138 MPa. For the conditions of each
curve, nonsooting combustion occurs to the left and sooting
combustion to the right of each curve.
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or as orifice diameter increases, the sooting tendency increases.
The discrepancy between measurements and predictions for the
small orifice is probably due to the significant difference in the
spray atomization and mixing processes between orifices with a
conventional size and a small size which may not be well captured
by the present spray model.

4.2 Caterpillar Diesel Engine. The present models were fur-
ther applied to simulate combustion and emission processes in a
heavy-duty diesel engine. Figures 8 and 9 show the measured and
computed cylinder pressure and heat release rate data for selected
cases. The model is seen to perform well over a wide range of
engine conditions. The heat release rate data do not exhibit the

distinct premixed and diffusion burn characteristics of conven-
tional diesel engines. The highly premixed burned features of the
present PCCI experiments are captured well by the model.

The predicted soot and NOx �i.e., sum of NO and NO2� emis-
sions were also compared with the measurements, as shown in
Figs. 10 and 11. It can be seen that the overall trends of soot and
NOx are captured with respect to the start-of-injection timing. Dis-
crepancies in soot emissions at early injection timings may be due
to the details of the spray/wall interactions. It is of interest to note
that engine-out soot emissions reach a peak value when fuel is
injected near top-dead-center. The present model also predicts cor-
rectly the soot reduction seen at further retarded injection timing
�e.g., SOI= +5ATDC� for all different EGR levels.

The numerical model can explain the soot emission reduction

Fig. 8 Comparisons of measured „solid line… and predicted
„dotted… cylinder pressure and heat release rate data for 8%
EGR cases „SOI=−20, −10, and +5ATDC…

Fig. 9 Comparisons of measured „solid line… and predicted
„dotted… cylinder pressure and heat release rate data for 40%
EGR cases „SOI=−20, −10, and +5ATDC…

Fig. 10 Measured and predicted engine-out NOx emissions for
cases listed in Table 1

Fig. 11 Measured and predicted engine-out soot emissions for
cases listed in Table 1
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seen as the injection is further retarded past TDC. This reduction
is not seen in the conventional diesel combustion soot-NOx trade-
off with respect to injection timing. Figure 12 shows the total
in-cylinder soot mass evolutions for three different injection tim-
ings, i.e., SOI=−10, 0, +5ATDC. The model results indicate that
the lower exhaust soot emissions for SOI=−10ATDC are due to a
better oxidation process as compared to that of SOI=0ATDC. On
the other hand, a lower soot emission for SOI=5ATDC is because
less soot is formed in the cylinder as a result of the low-
temperature combustion �as also can be seen from the low cylin-
der pressure in Figs. 8 and 9 for SOI=5ATDC�. The above low-
temperature combustion characteristics are consistent with results
in HSDI diesel engines �22� as well, and can be further facilitated
to achieve low-emission diesel PCCI operation.

5 Conclusions
A numerical model has been developed to simulate diesel fuel

jet combustion in a combustion vessel and in a heavy-duty diesel
engine. The model uses a skeletal reaction mechanism to describe
the fuel oxidation and NOx formation processes and a phenom-
enological model to simulate soot formation and oxidation.

The model successfully predicts the lift-off length of a free
diesel diffusion flame under various ambient conditions. The
model results indicate that chemical reactions prior to the lift-off
location are important for the stabilization of the lift-off flame.
The simulations also agree with the measurements in predicting
the sooting tendency of diesel fuel jets increases as the ambient
gas density, temperature, or orifice diameter increases.

Experiments conducted in a heavy-duty diesel engine under
PCCI-like conditions were also modeled. The predicted heat re-
lease rate data, NOx, and soot emissions agreed well with the
measurements. The model results indicate that low soot emissions
can be obtained at late injection timings �i.e., SOI past TDC� by
suppressing the total soot formation as a result of low-temperature

combustion. Since NOx emissions decrease monotonically as in-
jection is retarded, such a late injection scheme can be utilized for
simultaneous soot and NOx reduction for future low-emission die-
sel PCCI engines.

Acknowledgment
The authors acknowledge the financial support by the DOE/

Sandia National Labs and Caterpillar, Inc. Experimental data pro-
vided by Dr. L. Pickett and Dr. D. Siebers �Sandia� and Adam
Klingbeil and Jim von der Ehe �University of Wisconsin—
Madison� for the model validation are greatly appreciated.

References
�1� Dec, J. E., 1997, “A Conceptual Model of DI Diesel Combustion Based on

Laser Sheet Imaging,” SAE Paper No. 970873.
�2� Dec, J. E., and Canaan, R. E., 1998, “PLIF Imaging of NO Formation in a DI

Diesel Engine,” SAE Paper No. 980147.
�3� Zhao, H., and Ladommatos, N., 1998, “Optical Diagnostics for Soot and Tem-

perature Measurement in Diesel Engines,” Prog. Energy Combust. Sci., 24,
pp. 221–255.

�4� Dec, J. E., and Tree, D. R., 2001, “Diffusion Flame/Wall Interactions in a
Heavy-Duty Diesel Engine,” SAE Paper No. 2001-01-1295.

�5� Musculus, M. P., Dec, J. E., and Tree, D. R., 2002, “Effects of Fuel Parameters
and Diffusion Flame Lift-Off on Soot Formation in a Heavy-Duty DI Diesel
Engine,” SAE Paper No. 2002-01-0889.

�6� Bruneaux, G., Verhoeven, D., and Baritaud, T., 1999, “High-Pressure Diesel
Spray and Combustion Visualization in a Transparent Model Diesel Engine,”
SAE Paper No. 1999-01-3648.

�7� Pickett, L. M., and Siebers, D. L., 2004, “Non-Sooting, Low Flame Tempera-
ture Mixing-Controlled DI Diesel Combustion,” SAE Paper No. 2004-01-
1399.

�8� Pickett, L. M., and Siebers, D. L., 2004, “Soot in Diesel Fuel Jets: Effects of
Ambient Temperature, Ambient Density, and Injection Pressure,” Combust.
Flame, 138, pp. 114–135.

�9� Hergart, C., Barths, H., and Peters, N., 1999, “Modeling the Combustion in a
Small-Bore Diesel Engine Using a Method Based on Representative Interac-
tive Flamelets,” SAE Paper No. 1999-01-3550.

�10� Tao, F., Golovitchev, V. I., and Chomiak, J., 2004, “A Phenomenological
Model for the Prediction of Soot Formation in Diesel Spray Combustion,”
Combust. Flame, 136, pp. 270–282.

�11� Kong, S. C., and Reitz, R. D., 2002, “Application of Detailed Chemistry and
CFD for Predicting Direct Injection HCCI Engine Combustion and Emis-
sions,” Proc. Combust. Inst., 29, pp. 663–669.

�12� Kong, S. C., Patel, A., Yin, Q., and Reitz, R. D., 2003, “Numerical Modeling
of Diesel Engine Combustion and Emissions Under HCCI-Like Conditions
With High EGR Levels,” SAE Paper No. 2003-01-1087.

�13� Amsden, A. A., 1997, “KIVA-3V: A Block-Structured KIVA Program for En-
gines with Vertical or Canted Valves,” LA-13313-MS.

�14� Han, Z., Uludogan, A., Hampson, G. J., and Reitz, R. D., 1996, “Mechanism
of Soot and NOx Emission Reduction Using Multiple-Injection in a Diesel
Engine,” SAE Paper No. 960633.

�15� Patterson, M. A., and Reitz, R. D., 1998, “Modeling the Effects of Fuel Spray
Characteristics on Diesel Engine Combustion and Emissions,” SAE Paper No.
980131.

�16� Han, Z., and Reitz, R. D., 1995, “Turbulence Modeling of Internal Combustion
Engines Using RNG k-� Models,” Combust. Sci. Technol., 106, pp. 267–295.

�17� Kee, R. J., Rupley, F. M., and Miller, J. A., 1989, “CHEMKIN-II: A FOR-
TRAN Chemical Kinetics Package for the Analyses of Gas Phase Chemical
Kinetics,” Sandia Report, SAND 89-8009.

�18� Patel, A., Kong, S.-C., and Reitz, R. D., 2004, “Development and Validation of
a Reduced Reaction Mechanism for HCCI Engine Simulations,” SAE Paper
No. 2004-01-0558.

�19� Golovitchev, V. I., 2000, http://www.tfd.chalmers.se/�valeri/MECH.html,
Chalmers Univ of Tech, Goteborg, Sweden.

�20� Smith, G. P., Golden, D. M., Frenklach, M., Moriarty, N. W., Eiteneer, B.,
Goldenberg, M., Bowman, C. T., Hanson, R. K., Song, S., Gardiner, W. C.,
Lissianski, V. V., and Qin, Z., 2000, http://www.me.berkeley.edu/gri-mech/.

�21� Klingbeil, A. E., 2002, “Particulate and NOx Reduction in a Heavy-Duty Die-
sel Engine Using High Levels of Exhaust Gas Recirculation and Very Early
and Very Late Injection,” M.S. thesis, University of Wisconsin—Madison.

�22� Miles, P. C., Choi, D., Pickett, L. M., Singh, I. P., Henein, N., RempelEwert, B.
A., Yun, H., and Reitz, R. D., 2004, “Rate-Limiting Processes in Late-
Injection, Low-Temperature Diesel Combustion Regimes,” Proc. THIESEL
2004 Conference, pp. 429–447.

Fig. 12 In-cylinder soot mass histories for 40% EGR cases at
three different injection timings. Values at exhaust valve open-
ing „130 ATDC… are shown in Fig. 11.

Journal of Engineering for Gas Turbines and Power JANUARY 2007, Vol. 129 / 251

Downloaded 02 Jun 2010 to 171.66.16.106. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Song-Charng Kong1

e-mail: kong@iastate.edu

Hoojoong Kim

Rolf D. Reitz2

Engine Research Center,
University of Wisconsin,
1500 Engineering Drive,

Madison, WI 53706

Yongmo Kim
Department of Mechanical Engineering,

Hanyang University,
Seoul, Korea

Comparisons of Diesel PCCI
Combustion Simulations Using a
Representative Interactive
Flamelet Model and Direct
Integration of CFD With Detailed
Chemistry
Diesel engine simulation results using two different combustion models are presented in
this study, namely the representative interactive flamelet (RIF) model and the direct
integration of computational fluid dynamics and CHEMKIN. Both models have been
implemented into an improved version of the KIVA code. The KIVA/RIF model uses a
single flamelet approach and also considers the effects of vaporization on turbulence-
chemistry interactions. The KIVA/CHEMKIN model uses a direct integration approach
that solves for the chemical reactions in each computational cell. The above two models
are applied to simulate combustion and emissions in diesel engines with comparable
results. Detailed comparisons of predicted heat release data and in-cylinder flows also
indicate that both models predict very similar combustion characteristics. This is likely
due to the fact that after ignition, combustion rates are mixing controlled rather than
chemistry controlled under the diesel conditions studied. �DOI: 10.1115/1.2181597�

Introduction
The use of multidimensional computer models for engine com-

bustion analysis has become popular due to the increasing accu-
racy of the physical and chemistry submodels that describe the
engine in-cylinder processes. Modeling diesel engine combustion
is especially challenging due to the complex interactions between
the engine flow, fuel spray, chemical reaction, and emission for-
mation processes. The development of a predictive combustion
model has been the objective of researchers so that the model can
be used as a design tool.

A single-step approach was first used to simulate the diesel
combustion energy release by assuming that the species conver-
sion rate is controlled by a characteristic turbulent mixing time
�1�. To better simulate the different phases of diesel combustion,
an improved model was developed that used the Shell hydrocar-
bon “knock” model for the low temperature autoignition, a
characteristic-time model for the high temperature combustion,
and phenomenological soot and NOx models for emission forma-
tion �2�. A pacs distribution function �PDF�-time-scale model was
further introduced to account for the chemistry-controlled pre-
mixed burn and mixing-controlled diffusion combustion �3�. The
above models only consider the major combustion species that are
sufficient to accurately predict the equilibrium thermodynamic
temperature.

The time-scale concept has been extended to formulate a
progress variable approach that uses representative progress vari-
ables to describe the different combustion phases and to account
for more complex chemistry �4�. Various alternative approaches

have also been proposed for diesel combustion modeling, such as
the intrinsic low dimensional manifold �ILDM� method �5� and
the coherent flamelet model �6�.

Due to the need to introduce more complex chemistry while
accounting for the effects of turbulence, the representative inter-
active flamelet �RIF� model was introduced for diesel combustion
modeling �7�. The flamelet concept views a turbulent flame as an
ensemble of flamelet structures representing the instantaneous
flame surface that is corrugated by the turbulent flow field �8�. The
model can account for turbulence-chemistry interactions and al-
lows consideration of detailed chemistry. Hence, autoignition,
combustion, and pollutant formation do not need to be modeled
separately, but are included as part of the comprehensive chemical
mechanism. The flamelet model concept has been further im-
proved to account the spatial inhomogeneity of the scalar dissipa-
tion rate �9�, and implemented with more features for various
applications �10–12�. Effects of vaporization on turbulence-
chemistry interaction have also been incorporated �13�.

An alternative method to introduce complex chemistry for en-
gine combustion modeling is to integrate the chemistry solver into
the computational fluid dynamics �CFD� code directly. For ex-
ample, the CHEMKIN code has been incorporated into the KIVA
engine code for diesel combustion simulations �14–16�. This ap-
proach is particularly suited for diesel premixed charge compres-
sion ignition �PCCI� modeling due to the short combustion dura-
tion and the need to predict ignition accurately. The model
simulates the overall ignition, combustion, and emission processes
by using a comprehensive reaction mechanism. To enhance the
computational efficiency, a data retrieval methodology has also
been developed to reduce the computer time in obtaining chemis-
try solutions �17�.

Despite the fact that both the RIF model and the direct integra-
tion method both use complex chemistry for the combustion simu-
lation, the bases of the two methods differ significantly. The direct
integration method solves for the chemistry in every computa-
tional cell while the RIF model solves for the chemistry in a
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generalized mixture fraction space, and then the solutions are used
to calculate the reacting scalars �e.g., mean species density and
temperature� onto every grid point through an assumed PDF. Both
methods have demonstrated success in diesel combustion simula-
tions, but they are usually based on different CFD codes under
different engine conditions. It is thus of great interest to compare
the results of both models when they are implemented into the
same CFD code and applied to the identical engine conditions, as
will be presented in this study.

Model Formulation

Engine CFD Code. The CFD code is a version of the
KIVA-3V code �18� with improvements in various physical and
chemistry models developed at the Engine Research Center, Uni-
versity of Wisconsin-Madison. The major model improvements
include the spray atomization, drop-wall impingement, wall heat
transfer and piston-ring crevice flow models �19,20�. The RNG k-
� turbulence model was used for the in-cylinder flow
simulations.

Chemical Reaction Mechanisms. A skeletal reaction mecha-
nism for n-heptane �30 species and 65 reactions� �16� was used to
simulate diesel fuel chemistry due to the similarity in cetane num-
ber �56 for n-heptane� and ignition characteristics. On the other
hand, the physical properties of the diesel fuel were based on
those of tetradecane. The skeletal mechanism retains the main
features of detailed mechanisms and includes reactions of polycy-
clic aromatic hydrocarbons. The mechanism was validated using
constant-volume ignition delay data and engine combustion ex-
periments using diesel fuel.

NOx emissions are simulated by a reduced NO mechanism that
is derived from the GRI NO mechanism �21�. Consequently, four
additional species �N, NO, NO2, N2O� and nine reactions are
added to the above n-heptane chemistry �22�. On the other hand,
soot emissions are modeled differently in the two methods, as will
be described in the following.

KIVA/CHEMKIN Model. Since the reaction mechanism for
n-heptane were used to simulate the diesel fuel chemistry, the
CHEMKIN chemistry solver �23� was integrated into the
KIVA-3V code for solving the chemistry during multidimensional
engine simulations. The chemistry and flow solutions were then
coupled. It should be noted that the convection and diffusion
transport between different computational cells are modeled by
the RNG k-� turbulence model and a subgrid scale turbulence-
chemistry interaction model is not used in this study.

The interpreter of CHEMKIN is first executed to generate a
binary linking file that contains all the reaction and species infor-
mation as an input to KIVA. An interface program was developed
such that CHEMKIN is used as the chemistry subroutine in KIVA.
Basically the reaction mechanism is solved for every computa-
tional cell at each time step. Species and thermodynamic condi-
tions are passed to the CHEMKIN solver to obtain the full chem-
istry solutions.

The reactive mixture in each grid cell is treated as a closed
system in which the rate of change of each individual species is

dYk

dt
= v�̇kWk �1�

where v is the specific volume, Yk is the mass fraction, �̇k is the
production rate, and Wk is the molecular weight of species k. By
using the ideal gas mixture assumption, the energy equation can
be obtained under constant volume conditions as

cv
dT

dt
+ v�

k=1

K

ek�̇kWk = 0 �2�

where cv is the mean specific heat of the mixture, T is tempera-
ture, and ek is the internal energy of species k. This formulation is

consistent with the KIVA formulation that solves the internal en-
ergy equation, and the volume of the computational cell is not
updated until the final rezoning phase. During the chemistry solu-
tion, the CFD time step is taken as the integration time in the
chemistry solver �DVODE� to obtain new mixture conditions.

Despite the fact that both the species production rate and energy
equations are solved by the DVODE solver, only the new species
concentration is passed to the interface program which, in turn,
calculates the change in specific internal energy of each computa-
tional cell. The new gas phase temperature obtained from the
chemistry solver is not immediately updated in the CFD code.
This strategy is also consistent with the KIVA formulation that
retains the change in specific internal energy and updates the gas
temperature at the end of each computational timestep.

Experience shows that the DVODE utility is relatively stable
since it uses a fully implicit scheme and performs internal itera-
tions within the CFD time step. The maximum number of itera-
tions within DVODE can be increased and/or the CFD time step
can be decreased if necessary. An alternative semi-implicit chem-
istry solver has also been developed to enhance the computational
efficiency �24�.

Soot emissions are predicted by a phenomenological soot
model that uses competing formation and oxidation rates. The
formation is described by the Hiroyasu soot formation model
while the oxidation is predicted by the Nagle-Strickland-
Constable oxidation model �19�. In the model, acetylene �C2H2� is
used as the soot formation species since it is an important precur-
sor species. The soot model is not part of the reaction mechanism
and the soot formation/oxidation is calculated following the major
combustion and NO chemistry. The present soot model has been
validated and can predict the sooting tendency of diesel sprays
under constant volume conditions �22�.

KIVA/RIF Model. The RIF model was also implemented into
the same KIVA code. The flamelet concept is based on the as-
sumption that all reacting scalars are uniquely related to the mix-
ture fraction variable Z that describes the local fuel-to-air ratio for
nonpremixed combustion, such as in diesel engines. The local
flamelet structure is described by the flamelet equations for spe-
cies and enthalpy assuming unity Lewis number �7�

�Yk

�t
=

�

2
� �2Yk

�Z2 � +
�̇k

�
�3�

cp

�T

�t
=

�

2

�2h

�Z2 − �
k=1

N

hk��

2

�2Yk

�Z2 +
�̇k

�
� −

�P

�t
�4�

where � is the scalar dissipation rate and Z is the mixture fraction.
The CFD code provides the necessary parameters to the flamelet
code for solving the flamelet equations, and the species mass frac-
tions obtained from the flamelet code are passed onto the CFD
code. The transient effects of the turbulent flow on chemistry are
accounted for through appropriate modeling of the scalar dissipa-
tion rate. The turbulent mean values of the reactive scalars can be
evaluated once the conditional scalar dissipation rate and the PDF
of mixture fraction are known.

The instantaneous distribution of scalar dissipation rate within a
flamelet is assumed to be

��/Z	�Z� = �stf�Z� = �st
Z2

Zst
2

ln Z

ln Zst
�5�

where Zst is the stoichiometric mixture fraction. The mean scalar
dissipation rate conditioned on stoichiometric mixture fraction be-
comes
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��st	 
 �
0

�

�st� P̃��st� �d�st� =

c�

�̃

k̃
Z�2̃

�
0

1

f�Z��P̃�Z��dZ�

�6�

Note that k /� is the turbulent mixing timescale obtained from the
k-� turbulence model. This is the same time scale as that used in
the simpler and more intuitive characteristic-time combustion
model of Kong et al. �2�.

The transient flamelet solutions do not need to be calculated for
all computational cells. In the original single flamelet approach
�7�, the entire domain was represented by one flamelet. Hence, the
conditional scalar dissipation rate is defined as a domain averaged
value rather than being spatially resolved. The domain average of
the scalar dissipation rate conditioned on stoichiometric mixture is
�9�

��st̂	 =

�
V

��st	3/2�̄P̃�Zst�dV�

�
V

��st	1/2�̄P̃�Zst�dV�

�7�

In this case, there is effectively a single global turbulence times-
cale that represents an average of k /� over the entire domain.

Since the local flame structures are represented by a conserved
scalar, two additional transport equations for the local mean mix-

ture fraction Z̃ and its variance Z�2̃ have to be solved in the CFD
code to define the local mean species composition.

Turbulent combustion models originally developed for gaseous
flames have been applied to simulate spray combustion processes
without considering the effects of vaporization on small-scale tur-
bulent mixing and turbulent combustion. In order to account for
the effects of vaporization, the present study adopts the model
proposed by Demoulin and Borghi �25�. A transport equation of
mixture fraction variance is derived by using a PDF transport
equation for mixture fraction. The equations for the mean mixture
fraction and its variance coupled with vaporization effects written
as

�

�t
��̄Z̃� +

�

�xj
��̄ũjZ̃� =

�

�xj
� �t

�Z

�Z̃

�xj
� + �̄�̃v �8�

�

�t
��̄Z�2̃� +

�

�xj
��̄ũjZ�2̃� =

�

�xj
� �t

�Z�2

�Z�2̃

�xj
� +

2�t

�Z�2

�2Z̃

�xj
2 − �̄�̃

+ 2��̄Z�v
˜ − �̄Z̃�̃v� + �̄Z̃2�̃v − �̄Z2�v

˜

�9�
The last four additional source terms appearing in Eq. �9� ac-

count for the effects of vaporization on mixture fraction variance
through the vaporization rate �v. These new correlations take into
account the fluctuation of equivalence ratio due to vaporization
but are in an unclosed form. By assuming that the spray vaporiza-
tion takes places only at liquid surfaces, Demoulin and Borghi
�25� proposed a model for these correlations

�̄Z�v
˜ � �̄Zs�v

˜ = �
p

Zs
pṁp

V
�10�

�̄Z2�v
˜ � �̄Zs

2�v
˜ = �

p

�Zs
p�2ṁp

V
�11�

where the subscript s denotes the value at the liquid surface, p is
the index for fuel spray particle, and ṁp is the rate of change of
particle mass. These additional source terms mainly contribute to
the production of mixture fraction fluctuations. In spray combus-

tion processes, these terms increase the scalar dissipation rate and
the ignition delay time, as well as modifying the small-scale mix-
ing rates and the spray structure.

Another important effect due to vaporization is related to the
fact that the upper limit of the mixture fraction is not unity in
spray combustion processes. Therefore, the upper limit �Zini� of
the mixture has to be determined. By utilizing a conditional PDF
of Zini and a mixture fraction equation, Demoulin and Borghi �25�
derived the following balance equation:

�

�t
��̄Z̃Z̄ini� +

�

�xj
��̄ũjZ̃Z̄ini� =

�

�xj
� �t

�Z

�Z̃Z̄ini

�xj
� + �̄�

0

1

Zini�̃vZini
dZini

�12�
For a given position, therefore, the allowable space for mixture

fraction Z has to be automatically adjusted from 0 to Z̄ini. In the

present study, the �-PDF P̃�Z ;x� , t� is employed and its shape is
renormalized from the three constraints:

1 =�
0

Z̄ini

P̃�Z�dZ, Z̃ =�
0

Z̄ini

ZP̃�Z�dZ

Z�2̃ =�
0

Z̄ini

�Z − Z̃�2P̃�Z�dZ �13�

This modified upper limit of mixture fraction also influences the
ignition delay and the spray combustion processes. A decrease in
the upper limit of mixture fraction increases the probability of
combustion in a given mixture fraction. Note that the solutions of
the transport equation of mixture fraction only affect the shape of
�-PDF at each computational cell. The procedure of renormaliza-
tion follows the constraints give by Eq. �13� and changes only the
�-PDF at each time step at each cell. The mean value of a scalar
is not species density but species mass fraction since the mean
value is determined by PDF weighing procedure. To achieve mass
conservation, the cell density remains constant and the density of
each species is determined by multiplication of cell density and
updated mass fraction. The multiplication of cell density, enthalpy,
and change of mass fraction becomes one of the source terms in
energy equation. This procedure is consistent with that used in the
KIVA code.

A soot formation model �26� was also implemented into the
present KIVA/RIF code. Two additional transport equations for
the volume fraction and number density of soot are solved. The
Favre-averaged transport equation of soot number density �	n

=n /�Na� and soot volume fraction �	v=�sootfv /�� are

� �̄	̃i

�t
+

� �̄ũj	̃i

�xj
=

�

�xj
��e

Prt

�	̃i

�xj
� + S	i

�14�

The source term for number density equation is

S	n
= 
 − ��2�	n

˜ �2 �15�

where 
 and � are nucleation and coagulation rates, respectively.
The source term for the soot volume fraction equation is

S	v
= Na

1/3���	n
˜ �1/3�	v

˜ �2/3 + � �16�

where � is the surface growth rate and � represents the impact of
nucleation on soot volume fraction. The following Arrhenius rate
expressions have been proposed for the rate constants �26�:


 = 6  106�2T1/2�Xf�exp�− 46100/T�

� = 2.25  1015T1/2

� = 6.3  10−14�T1/2�Xf�exp�− 12600/T�
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� = 144
 �17�

where T is the gas temperature and Xf is the molar fraction of the
soot precursor, which is assumed to be acetylene in this study.

In the present RIF-based approach, the laminar flamelet data
obtained from the flamelet code are used to express the source
terms in the transport equations of soot volume fraction and num-
ber density as a function of the mixture fraction Z. By convoluting
these source terms with the assumed PDF, the mixture fraction
averaged source terms are obtained.

Experiments
Engine experiments performed on a caterpillar heavy-duty die-

sel engine �27� were used for model validations. The engine is a
single-cylinder engine with the specifications listed in Table 1.
The gaseous emissions recorded in the experiments include NOx,
intake CO2, exhaust CO2, carbon monoxide, and hydrocarbons.
The particulate was measured using a full dilution tunnel and an
AVL DPL 439 particulate analyzer. The �EGR� level was varied
by changing the exhaust back pressure.

Results
The experiments used the caterpillar stock electronic unit injec-

tor �EUI�. The experiments were part of the optimization study
performed to explore PCCI characteristics by a genetic algorithm
�27�. Both the KIVA/CHEMKIN and KIVA/RIF models were ap-
plied to simulate the cases listed in Table 1 with various EGR
levels from 8% to 40% and injection timings.

A 60-deg sector mesh was used for 3D simulations. The aver-
age grid size is approximately 2 mm and the number of compu-
tational cells is approximately 6000 at �BDC�. The present mesh
resolution is considered to be adequate for the engine flow turbu-
lence modeling �30�. In addition, the cylindrical mesh is finer near
the injector for fuel spray simulations. Simulations started from
intake valve closure with swirl ratio of 1. The initial conditions
were obtained from the 1D code simulations that also consider the
EGR level �15�. Wall temperature boundary conditions use 433 K
for the cylinder wall, 523 K for the cylinder head, and 553 for the
piston surface.

Figures 1 and 2 show comparisons of measured and computed
cylinder pressure and heat release rate data for selected cases.
Both models are seen to perform very well over a wide range of
engine conditions. The heat release rate data does not exhibit the
distinct premixed and diffusion burn regimes typically seen in

conventional diesel engines. The highly premixed burned feature
of the present PCCI experiments is captured by both models.

In the present KIVA/RIF model, a single flamelet approach is
used to simulate the in-cylinder combustion. The temporal evolu-
tion of the flamelet with respect to mixture fraction during ignition
is shown in Fig. 3 for 40% EGR, SOI=−20 ATDC. As the com-
bustion process proceeds, ignition of the flamelet occurs and later
reaches a high temperature. It can be seen that the ignition occurs
at mixture fractions that are on the rich side of stoichiometry,
which is approximately equal to 0.05 in the case shown consider-
ing the presence of EGR. The temporal evolutions of fuel and

Table 1 Caterpillar 3401 engine specifications

BoreStroke 137.2 mm165.1 mm
Compression ratio 16.1:1
Displacement 2.44 l
Connecting rod length 261.6 mm
Squish height 1.57 mm
Combustion chamber
geometry

In-piston mexican hat
with sharp edged

crater
Piston Articulated
Charge mixture motion Quiescent
Injector HEUI
Maximum injection
pressure

190 ° MPa

Number of nozzle holes 6
Nozzle hole diameter 0.214 mm
Included spray angle 145 deg
Injection rate shape Rising
Experimental conditions for model validations
Case group SOI �ATDC�
A �8% EGR� −20, −15, −10, −5, 0, +5
B �27% EGR� −20, −15, −10, −5, 0, +5
C �40% EGR� −20, −15, −10, −5, 0, +5

Fig. 1 Comparisons of measured „solid line…, KIVA/CHEMKIN
„thick dotted line…, and KIVA/RIF „thin dotted line… cylinder pres-
sure and heat release rate data for 8% EGR cases „SOI=−20,
−10, and +5 ATDC…

Fig. 2 Comparisons of measured „solid line…, KIVA/CHEMKIN
„thick dotted line…, and KIVA/RIF „thin dotted line… cylinder pres-
sure and heat release rate data for 40% EGR cases „SOI=−20,
−10, and +5 ATDC…
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oxygen with respect to mixture fraction are also shown in Fig. 4
that indicates the consumption of fuel and oxygen during the com-
bustion process.

The temporal evolutions of the mean scalar dissipation rates
and maximum flamelet temperatures are shown in Fig. 5 for
EGR=40%, SOI=−20 and 5 ATDC cases. The rapid increase in
the scalar dissipation rate is due to the increase in turbulent inten-
sity generated by the high velocity of the fuel jet. As the fuel
injection ends, the scalar dissipation rate continues to decrease,
and the diffusive loss becomes small so that heat and radicals
produced by chemical reactions can build up and lead to ignition.

The predicted soot and NOx �i.e., sum of NO and NO2� emis-
sions were also compared with the measurements, as shown in
Figs. 6–8. It can be seen that the overall trend of engine-out soot
and NOx are captured with respect to the start-of-injection timing.
It is of interest to note that soot emissions reach a peak value
when fuel is injected near top-dead center. Note that different soot
models are used in KIVA/CHEMKIN and KIVA/RIF codes, as
described earlier. However, both soot models start from the same
precursor species �C2H2�. Soot emissions predicted by KIVA/
CHEMKIN agree somewhat better with the measurements. Nev-

ertheless, both models predict correctly the soot reduction that is
seen at further retarded injection timings �e.g., SOI= +5 ATDC�
for all different EGR levels.

Comparisons of the predicted in-cylinder NOx history for two
selected cases �40% EGR, SOI=−20 and +5 ATDC� indicate that
both models predict similar NOx formation characteristics, e.g.,
the NOx chemistry freezes at a certain point during piston expan-
sion, as shown in Fig. 9. For these two selected cases, a similar
level of NOx emissions predicted by the two models is consistent
with the fact that both models predict similar combustion tem-
peratures, as shown in Fig. 10.

The present numerical models can be used to explain the soot
emission reduction as the injection is further retarded past TDC
which differs from the conventional diesel soot-NOx trade-off
with respect to the injection timing. Figure 11 shows the total
in-cylinder soot mass evolutions for two different injection tim-
ings, SOI=−10 and +5 ATDC. The model results indicate that a
relatively large amount of soot is formed in the cylinder for SOI

Fig. 3 Temporal evolution of the flamelet using KIVA/RIF dur-
ing ignition „40% EGR, SOI=−20 ATDC…

Fig. 4 Temporal evolutions of O2 and fuel mass fraction with
respect to mixture fraction using KIVA/RIF during ignition „40%
EGR, SOI=−20 ATDC…

Fig. 5 History of mean scalar dissipation rate and maximum
flamelet temperature predicted by KIVA/RIF for 40% EGR, SOI
=−20, and 5 ATDC cases

Fig. 6 Measured and predicted emissions for 8% EGR cases
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=−10 ATDC but the soot oxidation process is very active due to
high in-cylinder gas temperatures. On the other hand, a relatively
small amount of soot is formed in the cylinder for SOI=5 ATDC
such that the exhaust soot emissions are low. The low soot emis-
sion at such a retarded injection timing is due to low temperature
combustion �as can be seen from low cylinder pressure in Fig. 2�.
The above low temperature combustion characteristics can be fur-
ther optimized to achieve low emission diesel PCCI operations.

As can be seen from the emission prediction comparisons, both
the KIVA/CHEMKIN and KIVA/RIF models predict the trends
correctly, only the magnitudes are somewhat different. It is thus of
interest to further investigate the in-cylinder details predicted by
the two models.

The fuel spray and vapor distributions in the cylinder are shown
in Fig. 12 for 40% EGR, SOI= +5 ATDC. Note that the mixture
conditions are the same before ignition occurs since the same
turbulence and spray models are used in both KIVA/CHEMKIN
and KIVA/RIF. It can be seen that nearly all the liquid fuel has

vaporized prior to the onset of combustion. The models predict
that the fuel spray impinges on the piston surface and a counter-
clockwise flow motion is generated that pushes the mixture to the
squish region where ignition takes place, as can be seen from the
temperature contours in Fig. 13. The predicted in-cylinder tem-
perature fields of KIVA/CHEMKIN and KIVA/RIF are very simi-
lar, as can be seen by comparing Figs. 13 and 14. Combustion
takes place mostly in the squish region and at the outer edge of the
bowl.

Soot contours predicted by KIVA/CHEMKIN are shown in Fig.
15. Soot is initially formed near the piston bowl edge under the
cylinder head and then is moved following the counter-clockwise
flow motion slightly to the left. As the piston further expands, the
soot cloud is stretched and oxidized by the surrounding air. It is

Fig. 7 Measured and predicted emissions for 27% EGR cases

Fig. 8 Measured and predicted emissions for 40% EGR cases

Fig. 9 Predicted in-cylinder NOx history using two models
compared with engine exhaust data „solid squares… for 40%
EGR cases with SOI=−20 and +5 ATDC

Fig. 10 Predicted in-cylinder average gas temperature for 40%
EGR cases with SOI=−20 and +5 ATDC „same conditions as in
Fig. 8…
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interesting that the KIVA/RIF model also predicts very similar
soot distribution results as the KIVA/CHEMKIN model, as seen in
Fig. 16.

The present KIVA/CHEMKIN model solves for the chemical
reactions in each computational cell based on the local mixture
and thermodynamic conditions. The effects of turbulent flow on
combustion are modeled by the RNG k-� turbulence model via
mixing and property transport at the resolution level of the com-
putational grid. No subgrid scale turbulence-chemistry interaction
model �16� was used in this study. On the other hand, the KIVA/
RIF model uses the laminar flamelet assumptions, and attempts to
resolve the structure of a representative flamelet. The model re-
lates the flamelet solutions to obtain thermodynamic properties in
the physical domain. The effects of turbulence on chemistry are
accounted for by the use of the scalar dissipation that serves to
diffuse species in subgrid scales. However, as shown in the
present study, both KIVA/CHEMKIN and KIVA/RIF codes give
very similar combustion and emission predictions.

The fact that both modeling approaches gave similar results
suggests that, after ignition, the effective combustion rates are

determined not by the chemical source terms, but instead, by mix-
ing rates, which are the same in both codes. Of course, ignition is
predicted similarly because the same chemical mechanism is used
in both cases. The controlling role of mixing was also suggested
by Pickett and Siebers �28� in their study of the sooting tendency
of diesel fuel jets, in which the heat release rate is generally lim-
ited by the rate of mixing of fuel with the surrounding air. The
direct integration approach of KIVA/CHEMKIN is more intuitive
and straightforward. Note that the accuracy of both models de-
pend strongly on the fidelity of the chemical reaction mechanism.

The computer times used in the two different approaches were
also compared. In the present KIVA/CHEMKIN code, chemistry
is solved for each computational cell �approximately 2000 cells
during the main combustion stage�. In the KIVA/RIF code, chem-
istry is solved for at 50 discretized points in mixture fraction
space �see Figs. 3 and 4�, i.e., chemistry is solved for 50 different
mixture fractions per CFD time step. However, transport equa-

Fig. 11 In-cylinder soot mass histories for 40% EGR cases at
two different injection timings

Fig. 12 Distribution of liquid drops and fuel vapor prior to ig-
nition „40% EGR, SOI= +5 ATDC…. Arrow indicates the flow pat-
tern generated by the fuel injection and reverse squish flow.

Fig. 13 Temperature contours predicted by KIVA/CHEMKIN
„40% EGR, SOI= +5 ATDC…

Fig. 14 Temperature contours predicted by KIVA/RIF „40%
EGR, SOI= +5 ATDC… using the same color scale as in Fig. 13
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tions for the mixture fraction and its variance are also solved,
together with additional PDF equations to couple the flamelet so-
lutions to the CFD code. Moreover, transport equations for the
soot number density and volume fraction also needed to be
solved. It is of interest to note that the CPU time using KIVA/RIF
is approximately 20% of that using KIVA/CHEMKIN for a typical
simulation from intake valve closure to exhaust valve open, e.g.,
20 CPU hours on a Pentium-4 PC for KIVA/CHEMIN.

As expected, the computer time for KIVA/CHEMKIN depends
on the number of computational cells. Computational efficiency
can be improved by using parallel computing, as done by Ali et al.
�29� or by using a data retrieval method that obtains chemistry
solutions from a dynamically built library, as done by Zhang et al.
�17�. In the KIVA/RIF model, the computer time depends on the
number of discretization points in mixture fracture space and the
number of representative flamelets. Thus, it may offer the poten-
tial of better computational efficiency in simulating combustion in
a domain with a large number of computational cells.

Conclusions
Diesel engine combustion and emissions were simulated using

two different models, namely, the KIVA/CHEMKIN and KIVA/
RIF models. Despite the fact that both models used different con-
cepts for combustion modeling, the simulation results show that
both models predict very similar combustion and emission char-
acteristics.

The predicted cylinder pressure and heat release rate data were
nearly identical using the two models. The present KIVA/RIF
model predicts slightly higher in-cylinder gas temperatures that
result in higher NOx emissions. However, the trends of NOx emis-
sions with respect to EGR levels and SOI timings are captured.

The trends of soot emissions with respect to EGR levels and
SOI timings were also captured by the two models despite the fact
that different soot models were used. Both models also predicted
the benefits of late injection �past TDC� to soot emissions as a
result of low temperature combustion.

The fact that both combustion modeling approaches give simi-
lar results suggests that, after ignition occurs, heat release rates
and local gas temperatures are mainly controlled by turbulent dif-
fusion rates, i.e., mixing-controlled combustion, under the engine
conditions studied here.
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Nomenclature
Cp � specific heat at constant pressure
Cv � specific heat at constant volume

e � internal energy
h � enthalpy
K � total number of species
k � turbulent kinetic energy

mp � mass production rate for p-th spray particle
Na � Avogadro’s number
P � probability density function

Pr � Prandtl number
S � source term in soot model
T � temperature
u � velocity
V � cell volume
v � specific volume

W � molecular weight
Y � mass fraction of chemical species
Z � mixture fraction

Fig. 15 Soot mass fraction contours predicted by KIVA/
CHEMKIN „40% EGR, SOI= +5 ATDC…

Fig. 16 Soot contours predicted by KIVA/RIF „40% EGR, SOI
= +5 ATDC… using the same color scale as in Fig. 15
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Zini � upper limit of mixture fraction

Greek Symbols

 � nucleation rate
� � coagulation rate
� � surface growth rate
� � scalar dissipation rate
� � dissipation of turbulent kinetic energy

�e � effective viscosity
� � density
� � production rate of chemical species

�v � production rate of chemical species

Subscripts
j � spatial component
k � k-th chemical species
p � spray particle
s � liquid surface

st � stoichiometric

Symbols
�	 � PDF averaged
� � Favre averaged

� Reynolds averaged
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Sensitivity Analysis of NOx
Formation Kinetics in
Pilot-Ignited Natural Gas
Engines
A sensitivity analysis of NOx formation in pilot-ignited natural gas dual fuel engines is
performed based on a phenomenological combustion model. The NOx formation mecha-
nism employed in this study incorporates a super-extended Zel’dovich mechanism (up to
43 reactions). The sensitivity analysis compares the contribution of each major reaction
to NOx formation, and identifies the rate-controlling NOx formation reactions in different
high-temperature regions—the burning pilot spray, the premixed flame associated with
the gaseous fuel-air mixture, and the burned combustion products. The formation rates
for reactions involving NOx are also investigated to reveal the primary NOx formation
paths. Results show two main NOx formation paths both in the pilot spray (also called the
packets zone) and the burned zone. The rate-limiting reactions for the packets zone are
O+N2=NO+N and N2+HO2=NO+HNO. Rate-limiting reactions for the burned zone
are N2O+M =N2+O+M and N2+HO2=NO+HNO. Since the aforementioned reactions
significantly influence the net NOx prediction, it is important that the corresponding
reaction rates be determined accurately. Finally, because the quasi-steady-state assump-
tion is commonly used for certain species in NOx modeling, a transient relative error is
estimated to evaluate the validity of the assumption. The relative error in NOx prediction
with and without the use of the steady-state assumption is small, of the order of 2%. This
work also confirms that sensitivity analysis can provide valuable insight into the possible
NOx formation pathways in engines and improve the ability of current prediction tools to
obtain more reliable predictions. �DOI: 10.1115/1.2360601�

Introduction

NOx emissions from engines are an important source of air
pollution. Reduction of engine-out NOx emissions has been an
impetus for both engine design improvement and the search for
alternative fuels. The low pilot ignited natural gas engine is a
promising step towards this goal. In the application at the Univer-
sity of Alabama, natural gas is introduced into the intake manifold
and mixes with air to form homogeneous mixtures that are in-
ducted into the cylinder and ignited later in the compression
stroke by a very small amount of diesel �2–3% on an energy basis�
�1�. Since most of the combustion occurs in a lean natural gas-air
mixture, particulate emissions are expected to be minimal. Recent
experimental research employing diesel pilots at advanced injec-
tion timings �50–60 crank angles before top dead center �BTDC��
�2,3� have shown that NOx emissions can be reduced significantly
to approximately 0.2 g/kWh with a fuel conversion efficiency of
41.3%, which is comparable to base line diesel operation.

At advanced injection timings �around 55–60 deg BTDC�, the
very small amount of pilot diesel fuel has enough time to evapo-
rate, diffuse and mix with the surrounding natural gas and air. The
combustion is expected be similar to lean premixed combustion
with relatively low local temperature because of lean local equiva-
lence ratio. As a result, NOx emissions that scale with local tem-
peratures exponentially are expected to be low. These results have
been independently confirmed by Tomita et al. �4�.

The NOx formation mechanism for such locally lean combus-
tion is different from traditional diesel combustion or spark ig-

nited engine combustion, where the extended Zel’dovich mecha-
nism dominates the NOx formation. A literature review shows that
for such combustion, while the extended Zel’dovich mechanism
can give the correct NOx formation trend, it underpredicts NOx
formation substantially. For instance, Dodge �5� shows that for
lean burn natural gas engines, especially in the 0.61–0.75 equiva-
lence ratio range, the extended Zel’dovich thermal NO mecha-
nism greatly underpredicts the NOx emissions. Hampson et al. �6�
simulated a heavy-duty diesel engine converted to burn gaseous
fuel and found that the predicted NOx trends showed good agree-
ment with measured results, but that the actual values were sub-
stantially underpredicted. Other researchers �7,8� have arrived at
similar conclusions. The fact that the extended Zel’dovich mecha-
nism underpredicts NOx even with a satisfactory combustion
model indicates that there are important missing reactions in the
NOx formation scheme. Based on previous investigations, Bow-
man �9� concludes that N2O, NH and NO2 play a significant role
in the formation of NOx. Tomeczek and Gradon �10� illustrated
the role of nitrous oxide in the flame temperature range using the
so-called extended thermal mechanism that includes the Malte and
Pratt �11� N2O mechanism. Mellor �12� suggested that the ex-
tended Zel’dovich mechanism alone may not be sufficient to de-
scribe the underlying NO kinetics for lean combustion since NO
formation could assume importance in high pressure premixed or
diffusion flames through an N2O mechanism.

A systematic approach to analyze reaction mechanisms to lo-
cate the dominant reactions or rate-limiting reactions may be
achieved through sensitivity analysis. Sensitivity analysis is an
important tool in analyzing reaction mechanisms, and has long
been in use. A good review on this topic by Turányi �13� defines
sensitivity analysis as an investigation of the effect of parameter
changes on the solution of mathematical models. Several schemes
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to implement sensitivity analyses include the brute-force method
�14�, in which each reaction rate constant is changed one at a time
and the outputs before and after the change are compared by the
calculation of sensitivity coefficients. While this approach re-
quires no extra programming, it is extremely tedious. More el-
egant approaches are the direct method �15�, the Green’s function
method �16�, and the polynomial approximation method �17�,
among others.

The suspicion that reactions other than those of the extended
Zel’dovich mechanism may also assume importance in pilot ig-
nited natural gas engines necessitates the application of sensitivity
analysis on the NOx reaction mechanisms. This paper presents
such work done by the authors in the context of simulation.

Sensitivity analysis of a NOx reaction mechanism requires both
a combustion model and a NOx reaction mechanism. First, a com-
bustion model must be able to predict the in-cylinder temperature
and equivalence ratio history accurately. Second, a NOx mecha-
nism must be chosen to calculate the net NOx formed. Depending
on the extent of details incorporated, combustion models can
range from zero-dimensional, phenomenological models to multi-
dimensional models with detailed chemical kinetics. The combus-
tion model used in this paper is a phenomenological model devel-
oped by Krishnan et al. �18�. Great progress in developing
accurate NOx formation mechanisms has been achieved in the last
several decades, e.g., the detailed NOx formation mechanisms
proposed by Miller and Bowman �19�, GRI_Mech �20�, Glaborg
et al. �21�, and Zabetta et al. �22�. Nevertheless, none of these
mechanisms are universal, since reaction rate data still need to be
obtained experimentally for novel applications. Also, most of
these schemes are so detailed �usually several hundred reactions
and over 40 species� that the solution process is computationally
intensive and time consuming. Consequently, these highly de-
tailed reaction schemes are primarily used to model simplified
combustion systems, such as partially stirred or plug flow reactors
�23� among others. It is challenging to implement such schemes in
multiple-zone, complex engine combustion models that will pro-
vide results with acceptable run times. In this paper, a set of re-
actions intermediate in complexity between the extended
Zel’dovich mechanism and detailed reaction schemes, called a
“super-extended Zel’dovich mechanism,” �24� is chosen to model
the NOx formation and is subjected to sensitivity analysis.

Model Description
The phenomenological combustion model developed by Krish-

nan et al. �18� to model pilot-ignited natural gas combustion is
used as the basic supporting combustion model for the present
work. Figure 1 shows the phenomenological sketch of the zones
used in this combustion zone. In essence, the combustion model is
a multi-zone model in which four zones are considered: the un-
burned zone containing a mixture of unburned natural gas and air,
the pilot fuel zones �or packets� that account for diesel and natural
gas combustion in the vicinity of the pilot diesel spray, the flame
zone that models premixed natural gas combustion by means of
turbulent flame propagation, and the burned zone containing com-
bustion products. The pilot fuel zones are typically assumed to
have about 100 packets. The onset of ignition is calculated using
the Shell auto-ignition model. An Arrhenius-type reaction rate is
used to describe combustion in the packets. Flame propagation in
the flame zone is modeled with an eddy entrainment approach
�25�. Further details of the combustion model may be obtained
from Ref. �20�. The NO formation is calculated from the packets
zone, flame zone, and burned zone separately. It should be noted
that the NO in the burned zone includes the NO transferred from
the packets zone and the flame zone. Thus the final NO present in
the burned zone is identical to the total net NO formed in the
engine cylinder.

The NOx model uses a super-extended Zel’dovich mechanism
�24,26�, which is a group of empirically important NO formation
reactions. Because the three-equation extended Zel’dovich mecha-

nism typically tends to underpredict NO compared to experimen-
tal results �5�, the super-extended Zel’dovich mechanism is used
here in consideration of its more detailed description of the NOx
formation process. The super-extended Zel’dovich mechanism
used here has been reported previously �27� by the authors. The
mechanism can predict the NOx emissions closer to the experi-
ment results with an approximately 25% increase of NO com-
pared to the extended Zel’dovich mechanism alone. The NOx pre-
diction model is modified to accommodate for the sensitivity
analysis of the NOx reaction mechanisms. The essential features
of the model are summarized below:

�1� A total of 43 reactions and 21 species are considered.
�2� The reaction rates for each of them are taken from Ref. �24�

and are listed in the Appendix.
�3� The combustion and NOx formation processes are assumed

to be decoupled, which means that all of the NOx is formed
from the combustion products only.

�4� The species NO, N, N2O, NO2, NH, and HNO are all ki-
netically controlled.

�5� All other species are assumed to be at chemical equilib-
rium.

�6� From the available forward reaction rates, reverse reaction
rates are calculated using the following relationships:

Kr = Kf/Kc �1�

Kc = Kp�Patm

RT
� �

k=1

K
�k

�2�

Kp = exp��S0

R
−

�H0

RT
� �3�

�S0

R
= �

k=1

K

vk

Sk
0

R
�4�

Fig. 1 Conceptual schematic of zone evolution „Krishnan et
al. †20‡…
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�H0

RT
= �

k=1

K

vk

Hk
0

RT
�5�

where K is the species index for each reaction, Kf, Kr, Kc, Kp are
forward reaction rate, backward reaction rate, equilibrium con-
stant based on concentration, equilibrium constant based on at
constant pressure, respectively. Values of S0 /R and H0 /RT for
species are obtained from Ref. �28�. There are a total of six ordi-
nary differential equations governing the six kinetically controlled
species, N, N2O, NO2, NH, HNO, and NO, to be solved. The
coefficients of these equations change with time and all equations
are “stiff.”

The super-extended Zel’dovich mechanism is a group of “em-
pirically important” NOx formation reactions �24,26�. The term
empirically important means that the reactions may not be el-
ementary. However, they are treated like elementary reactions that
follow the law of mass action. Also, since the reaction rate is
expressed as Kf =AT� exp�−E0 /T�, three parameters need to be
determined: the pre-exponential factor A, the temperature expo-
nent �, and the activation energy E0. All have uncertainty and
there are several different reaction rate formulations even for the
same reaction due to the limited understanding of the actual
mechanism�s�. In this paper � and E0 are assumed to be “certain”
and the actual uncertainties in both are “lumped” together with the
uncertainty in the pre-exponential factor A. Performing sensitivity
analyses with the pre-exponential factor A as the sensitivity pa-
rameter, the sensitivity coefficients for each reaction can be cal-
culated. The reactions yielding high sensitivity coefficients are
expected to play more important roles in NOx formation. There-
fore, to predict NOx accurately, the pre-exponential factors of re-
actions with high sensitivity coefficients must be known accu-
rately.

The numerical sensitivity analysis method can be described as
follows. For an initial value problem which can be described by
the following equation,

f�t,u,v,u�,p� = 0 �6�

if some variables are governed by algebraic equations rather than
differential equations, then they can be described by

g�t,u,v,p� = 0 �7�

In order to perform sensitivity analysis based on parameter p, Eqs.
�6� and �7� need to differentiated with respect to p; this yields

� f

�u
su +

� f

�v
sv +

� f

�u�
su� +

� f

�p
= 0 �8�

�g

�u
su +

�g

�v
sv +

�g

�p
= 0 �9�

Equations �6� and �7� are differential and algebraic equations, re-
spectively, while Eqs. �8� and �9� are sensitivity differential equa-
tions for Eqs. �6� and �7�, respectively, obtained by differentiating
Eqs. �6� and �7� with respect to the sensitivity parameter p. The
quantities t ,u ,v are representative of time, a state variable, and an
algebraic variable. Su and Sv are sensitivity variables for the state
and algebraic variables, respectively, defined as:

su =
�u

�p
�10�

sv =
�v
�p

�11�

Note that the algebraic variables are essentially the same as the
state variables, i.e., species concentrations in the present case. If
some species are assumed to be at quasi-steady state, then the
variables representing their concentrations become algebraic vari-
ables instead of state variables that must be obtained by solving

differential equations. Such algebraic variables are represented in
the algebraic equation, Eq. �7�. Specifically, in this application, the
concentration of NO is a state variable, while the concentrations
of N, N2O, NO2, NH, and HNO are either state variables or alge-
braic variables depending whether the quasi-steady-state assump-
tion is applied or not. Also, more often than not, normalized sen-
sitivity variables are used since they are more meaningful for
widely different orders of magnitude of the sensitivity parameters
�pre-exponential factors here�. The normalized forms of Eqs. �10�
and �11� are:

su
norm =

�u

u � �p

p
=

� ln u

� ln p
�12�

sv
norm =

�v
u � �p

p
=

� ln v
� ln p

�13�

In this paper, a differential-algebraic equations solver, DASPK 3.0,
developed by Li and Petzold �29� is used to solve the equations
using the direct method �15�. As part of the sensitivity analyses,
the quasi-steady-state assumption �QSSA�, which is often used in
NOx modeling, is examined.

Usually species such as N, N2O, NO2, NH, and HNO are con-
sidered to be at quasi-steady state, which greatly simplifies the
calculations. This assumption will be examined later in this paper.
Note that if this assumption is used, the five ordinary differential
equations related to these five species become algebraic equations.
To solve the resulting set of differential equations and mixed �dif-
ferential and algebraic� equations, the DASPK 3.0 software is used.
This software uses the backward differentiation formula method
of variable step size and variable order to rewrite the nonlinear
equations, and then solves them using a modified Newton’s
method. Further details on these methods are available in Ref.
�29�. Since the Jacobian matrix is required in the solution proce-
dure, the user has the choice of manually providing it as input,
which is tedious and sometimes difficult to calculate, or of using
the automatic numerical differencing evaluation provided in the
software. The latter option often results in a singular Jacobian
matrix when the system is stiff. So in this work, the automatic
differentiation software, ADIFOR 2.0 �30�, is used to perform the
differentiation whenever finite differencing is required.

Results
The total predicted NO formation curves in the cylinder from

the extended Zel’dovich mechanism �EZM� and super-extended
Zel’dovich mechanism �SEZM� compared with experimental re-
sults are shown in Fig. 2. The EZM consists of the first three
reactions listed in the Appendix, while the SEZM consists of all
the 43 reactions listed in the Appendix, including thermal NOx
mechanism, N2O mechanism, and HNO mechanism, etc. The ex-
perimental results were measured from the exhaust gas with a
chemiluminiscent detector and shown by a triangle in Fig. 2. A
good agreement is evident between the super-extended Zel’dovich
mechanism prediction and the experimental results. The SEZM
gives about 6% error compared to experimental results while the
EZM gives around 60% prediction error. This shows that the
SEZM can predict the NOx formation satisfactorily. The focus of
the remainder of this paper will be on the sensitivity aspects of the
NOx model.

Part 1: Investigation of the Quasi-Steady-State Assumption.
The quasi-steady-state assumption �QSSA� �31� is often used in
NOx modeling to simplify the calculations. In this section the
validity of QSSA for species such as N, N2O, NO2, NH, and HNO
will be examined. First, the entire system of equations is solved
without this assumption, i.e., NO, N, N2O, NO2, NH, and HNO
concentrations are all calculated by integration of the governing
nonlinear ordinary differential equations. Then the instantaneous
relative errors obtained when employing the QSSA are calculated.
The procedure used to calculate the QSSA error is as follows:
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�̇ = Ċ − Ḋ �14�

e =
�̇

Ḋ
� 100 % = � Ċ

Ḋ
− 1� � 100% �15�

where �̇ is the net formation rate of any species, Ċ is the forma-

tion rate of that species, Ḋ is the destruction rate of that species,
and e is the instantaneous percentage QSSA error at a given crank
angle. If the QSSA assumption is valid, e is small, i.e., the forma-
tion rate will be of the same order as the destruction rate.

It should be pointed out that the QSSA used here is based on
the “full steady-state relationship” instead of the “truncated
steady-state relationship” �31�. The full steady-state relationship is
based on all reactions involving the QSSA species considered.
Because five species are assumed to be at steady state, their con-
centrations are coupled by five non-linear equations. Solving the
non-linear equations is usually not an easy task. In the present
work, DASPK 3.0 is used to solve these equations by iteration. On
the other hand, the truncated steady-state relationship involves
decoupling the nonlinear equations to simplify the solution proce-
dure. This may either be done by truncating the coupled terms if
those terms are small compared to other terms or by using a par-
tial equilibrium relationship to isolate the coupling between some
species. A truncated steady-state relationship is not always obtain-
able and its feasibility depends on the specific application. But
once obtained, it will greatly simplify the calculations by turning
the nonlinear equations into linear equations. In any case, the fully
steady-state relationship remains the more accurate choice be-
tween the two because it represents the complete physics.

There are four zones considered in the combustion model, so
the validity of QSSA will be examined for each zone except the
unburned zone, which does not yield any NOx. Figure 3 shows the
instantaneous QSSA error for the packet zone. Of the 123 total
packets used in the combustion model, only the first packet intro-
duced into the cylinder at the beginning of fuel injection will be
considered here, as a representative case. From Fig. 3 it can be
seen that except for the first few time steps, in which the QSSA

error is high, the QSSA error is minimal for the remainder of the
calculation time steps. The reason for the invalidity of QSSA for
the initial few time steps may be explained as follows. Initially,
there is no N, N2O, NO2, NH, or HNO in the packet, i.e., their
concentrations are zero. For the first few time steps, their concen-
trations remain low. Thus, their destruction rates are smaller than
their formation rates �if the concentration of one species is zero,
then its destruction rate must be zero from the law of mass ac-
tion�. From Eq. �15� the QSSA error must be large if destruction
rate is much smaller than the formation rate. For example, if the
QSSA error is 40%, then the formation rate is 1.4 times the de-
struction rate for a given species. Note that as time elapses, the
QSSA error may become negative because the destruction rate
exceeds the formation rate. But from Fig. 3, after the first few
time steps, whether QSSA error is positive or negative, the abso-
lute value is very small �close to zero�. So, in fact, the formation
rate is about the same as the destruction rate, which is the basis of
the QSSA. Similar results were also obtained for other packets
and this justifies the use of QSSA for the packet zone.

Figure 4 shows the QSSA error for N, N2O, NO2, NH, and

Fig. 2 Crank resolved NOx prediction „EZM and SEZM… versus
experimental NOx measurement at an injection timing of 30
BTDC

Fig. 3 QSSA error for five species and temperature „TP „1,1……
for packet „1,1… versus crank angle

Fig. 4 QSSA error for five species for the burned zone and
total engine NO prediction versus crank angle
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HNO for the burned zone and the total predicted NO for the
engine. The QSSA error for the burned zone appears significant
for much of the calculation period. After 400 deg crank angle
�CAD� the QSSA error worsens considerably for NO2 and N2O,
with either formation rate much greater than destruction rate or
vice versa. At 350 CAD and earlier, the formation rate is much
greater than the destruction rate for the same reason mentioned for
the packets zone but the effect is more pronounced than for the
packets because of the lower temperature of the burned zone. It
appears that the QSSA leads to considerable inaccuracy for the
burned zone. However, if the total predicted NO curve shown in
Fig. 4 together with the QSSA error curves is examined, it shows
that for the greater part of the NO formation period, starting from
around 345 CAD to about 400 CAD where NO freezes, the QSSA
error is small. In this period the QSSA may be used without ex-
pecting large associated errors. This observation will be discussed
further below.

Similarly, for the flame zone, the QSSA is valid for species N,
NH, and HNO as in the burned zone, i.e., QSSA is valid for most
of the time interval of NO formation. However, for N2O and NO2,
the QSSA error again behaves differently indicating that QSSA for
N2O and NO2 is not valid. This can be verified from Fig. 5 where
instantaneous NO predicted from the flame zone with and without
QSSA are compared. The instantaneous NO with prediction with-
out the QSSA is higher than with QSSA as much as 30%. How-
ever, as will be seen, this difference of NO prediction from the
flame zone will not affect the total NO prediction from the
cylinder.

The invalidity of QSSA in the flame zone is caused not by the
species or the reactions, but by the fuel-lean nature of the flame
zone itself. As shown in Figs. 6–8, the equivalence and ratio and
temperature history of both flame zone and burned zone are sig-
nificantly less than that of the packet zone. It is noted that the
equivalence ratio of the flame zone is constant because of the
homogeneous mixture of natural gas and air. For the burned zone,
the equivalence ratio is constant before the dumping of packets;
then increases as dumping occurs and finally remains constant
again after dumping. First, the lean combustion in the flame zone
leads to relatively lower flame temperatures �compared to the
packets� and therefore, lower NO formation rates. In addition, the
flame zone continuously experiences entrainment of fresh natural
gas-air mixture and expulsion of burned products from the previ-
ous time step to the burned zone. This method of treating the
flame zone mass transfers dictates that the combustion products

stay in the flame zone for only one combustion time step. As
mentioned earlier, it is assumed that combustion and NO forma-
tion are decoupled, and only the NO from combustion products is
calculated. Since the combustion is lean and the combustion prod-
ucts stay in the flame zone for a very short time, the concentration
of species such as N2O and NO2 remain very low, which means
their formation rates are always greater than their destruction
rates. In other words, these species are transferred to the burned
zone before their concentrations become high enough to cause the
destruction rates to increase to the magnitude of the formation
rates. Consequently, the QSSA is not valid for the flame zone. It is
worth noting that the QSSA is still applicable to the species N,
NH, and HNO; this shows that they are more reactive and more
amenable to the QSSA than are N2O and NO2.

Having examined the validity of the QSSA for the three zones,
the NO predictions with and without using the QSSA can now be
compared. Figure 9 shows such a comparison. The difference be-
tween the NO predicted in both cases �with and without QSSA� is
only about three ppm �	2% �. For clarification, NO formed from
the packets zone and flame zone feeding into the burned zone are

Fig. 5 Comparison of instantaneous NOx predicted from the
flame zone with and without QSSA

Fig. 6 Temperature and equivalence ratio history of the first
injected packet in the packets zone

Fig. 7 Temperature and equivalence ratio history of flame
zone
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also plotted. The obvious question that arises is “Why is the net
NO prediction almost invariant although the QSSA is clearly not
valid for the flame zone?” This is because, as discussed above, the
combustion in the flame zone is lean. As a result, the flame tem-
peratures are lower than packet temperatures. Therefore, very
little of the total NO formed comes from the flame zone. More-
over, the residence time of the combustion products in the flame
zone is very small. Consequently, the net NO formed, which is
obtained by numerically integrating the NO formation rate over
the short residence time, is also small. Clearly, these results indi-
cate that the invalidity of the QSSA in the flame zone does not
significantly affect the overall NO prediction.

To corroborate the preceding argument, the instantaneous NO
present in the packets zone is compared to that present in the

flame zone in Fig. 10. Both plots dropping to zero are the result of
dumping completely burned packets and flame zones to the
burned zone. It is noted that at their peak value almost one million
times more NO is formed in the packets zone than in the flame
zone. Evidently, such a small amount of NO formed in the flame
zone will have no effect on the total NO prediction. In fact, even
the three ppm NO prediction differences in Fig. 9 result from the
fact that the QSSA is not completely valid for the burned zone
over the entire calculation period.

Part 2: Sensitivity Analysis of NOx Formation Reactions. In
this section, results from the sensitivity analysis of the NO mecha-
nism are discussed. To ensure maximum possible accuracy, the
sensitivity analysis is done without using the QSSA for N, N2O,
NO2, NH, and HNO, i.e., all of these species are calculated from
kinetics, similar to the NO calculation. Also, since little NO is
formed in the flame zone, the flame zone is excluded from the
sensitivity analysis. The results are shown as normalized sensitiv-
ity coefficients and only the important reactions �identified by
large sensitivity coefficients� are shown. Results from both the
packets zone and the burned zone are discussed.

Figure 11 shows the sensitivity coefficients for the first injected
packet �a representative of the packets zone� at 360 CAD. At this
instant, Reactions 1, 2, 3, 4, 10, 17, and 21 �see the Appendix� all
have relatively significant sensitivity coefficients. Among these,
Reactions 1, 2, 3 constitute the extended-Zel’dovich mechanism
with Reaction 1 having higher sensitivity coefficients than Reac-
tions 2 or 3. This conforms to the current understanding of the

Fig. 8 Temperature and equivalence ratio history of burned
zone

Fig. 9 Comparison of NOx prediction with and without QSSA

Fig. 10 Comparison of NOx formed from packets zone and
flame zone

Fig. 11 Normalized sensitivity coefficients of important reac-
tions for the first injected packet at 360 crank angle degrees
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extended-Zel’dovich mechanism or “thermal mechanism,” i.e.,
Reaction 1 is the rate-limiting step among the three reactions.
Reaction 4 is one of the reactions of the “Malte and Pratt N2O
mechanism” �11�. It also has a significant sensitivity coefficient,
indicating that significant amounts of NO are formed through this
mechanism. Reaction 17 accounts for the NO formed directly
from N2 and O2. This reaction will contribute to some of the NO
formed at high temperatures. Reaction 21, which forms NO and
HNO from N2 and HO2, has the highest sensitivity coefficient.
The reaction rate of this reaction is given by Bahn �32� and the
reaction is also used in Lange’s NOx model �33�. This reaction
will affect the predicted NO considerably in view of its high sen-
sitivity coefficient. Consequently, this reaction rate needs to be
known as accurately as possible for accurate predictions using the
current NOx mechanism. This reaction rate is not given in any
detailed NOx formation mechanism since it is not an elementary
reaction but is an empirical global reaction. Figure 12 shows the
sensitivity coefficients of the important reactions as a function of
crank angle. It shows that the most important reactions for the
packets zone are Reactions 1 and 21.

Figures 11 and 12 provide a glimpse of the important reactions
for the packet zone. To know how NO is formed from nitrogen,
the rate of progress for each reaction should be examined. The
rate of progress variable qi for the ith reaction is given by the
difference of the formation and destruction rates as

qi = Kfi

k=1

K

�Xk��ki� − Kri

k=1

K

�Xk��ki� �16�

where �Xk� is the molar concentration of the kth species present in
the ith reaction and �ki� and �ki� are the stoichiometric coefficients
of the species present in the reactants and products, respectively.

Figure 13 shows the rate of progress of important reactions. The
main reactions with high rate of progress, Reactions 1, 2, 11, 12,
15, 21, and 38, are plotted versus crank angle. It may be noted that
these reactions are not all exactly the same as those that have high
sensitivity coefficients. This apparent discrepancy can be ex-
plained as follows. Sensitivity results give the most sensitive re-
actions with regard to the NO production, while Fig. 13 gives the
reactions with high rate of progress, although not necessarily with
high sensitivity coefficients. The reactions indicated by both re-
sults may be thought of as the rate-limiting reactions. In this

sense, Reactions 1 and 21 are rate limiting for the packet zone.
From Fig. 13, it can be seen that NO formation in the packets
zone follows two main pathways, �i� and �ii�

�i� O + N2 = NO + N �R1�

N + O2 = NO + O �R2�

In path �i�, nitrogen is converted to NO through Reaction 1. The N
formed in Reaction 1 will react with O2 to form NO again. This is
the standard Zel’dovich mechanism.

�ii� N2 + HO2 = NO + HNO �R21�

NO + HO2 = HNO + O �R38�

In path �ii�, nitrogen reacts with HO2 to form NO and HNO; HNO
will react with O to form NO again. The rate of progress is nega-
tive in Reaction 38, indicating that NO is actually formed from
Reaction 38 occurring in the reverse direction.

Path �i� is quite straightforward and has been reported by nu-
merous researchers. Path �ii� involves NO formation through
HNO species. As indicated above, both Reactions 21 and 38 are
not elementary reactions but global reactions; there is no guaran-
tee that the NO will be formed through the two reactions specifi-
cally. However, these two reactions do give us a hint that the NO
will be formed through HNO species, which could be formed
through species such as N2O. In fact, Zabetta and Kilpinen �34�
proposed an “N2O extension mechanism,” which is a set of five
reactions in which N2O is oxidized to NO via NH and HNO
intermediates. This mechanism acts very much like path �ii� iden-
tified here and it is believed that Reactions 21 and 38 are global
reactions, perhaps including the five reactions of the “N2O exten-
sion mechanism.”

Reactions 11, 12 and 15 in Fig. 13 are only involved in the
conversion between NO and NO2. NO2 is formed from NO
through Reactions 11 and 12 and is converted back to NO through
Reaction 15. These three reactions form the basis of the NO2
quasi-steady-state assumption.

Figure 14 shows the normalized sensitivity coefficients for the
burned zone at 360 CAD. The burned zone is cooler than the
packets zone, so a different set of important reactions is expected.

Fig. 12 Normalized sensitivity coefficients of important reac-
tions for the first injected packet versus crank angle

Fig. 13 Rate of progress of important reactions for the first
injected packet versus crank angle

Journal of Engineering for Gas Turbines and Power JANUARY 2007, Vol. 129 / 267

Downloaded 02 Jun 2010 to 171.66.16.106. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



These include Reactions 7, 10, 15, 16 and 21. Reaction 7 between
nitrogen and atomic oxygen forms nitrous oxide, which is impor-
tant because N2O is the source of the NO from the Malte and Pratt
mechanism �11�. Reaction 10 has the largest coefficient, so its
reaction rate determines the rate of conversion of N2O to NO as
well as the direction of Reaction 7. Since these are two competing
reactions in the sense of N2O dissociation, the N2O formed from
the reverse Reaction 7 will either be converted to NO via Reaction
10, or converted back to N2 via Reaction 7. Reaction 21 is also
important as it is for the packets zone. Reaction 15, 16 are reac-
tions related to the NO-NO2 conversion and so they are important
since they decide whether the final NOx will be in the form of NO
or NO2.

Figure 15 shows the normalized sensitivity coefficients for im-
portant reactions for the burned zone plotted against crank angle.
Reaction 10 dominates the entire calculation period with the high-
est sensitivity coefficient. Interestingly, Reactions 1, 2, and 3,

which form the extended Zel’dovich mechanism, are no longer
important for the burned zone. Because the burned zone tempera-
ture is lower than the packets zone temperature �18�, the extended
Zel’dovich mechanism, also called the “thermal mechanism” be-
cause of its temperature dependence, becomes less important.

Similar to the packets zone, the rate of progress of each reaction
for the burned zone is examined to yield additional information
about NOx formation. Figure 16 shows that Reactions 7, 10, 11,
15, 16, 21 and 38 exhibit significant rates of progress. From Fig.
12 it can be concluded that there are two main NO formation
paths, �i� and �ii�, in the burned zone. The first path is:

�i� N2O + M = N2 + O + M �R7�

N2O + O2 = NO + NO2 �R10�

For path �i�, Fig. 16 shows that the formation rate of Reaction 7 is
negative, which means N2O is formed through Reaction 7. The
formation rate of Reaction 10 is positive, so NO is formed via
Reaction 10. The second path is:

�ii� N2 + HO2 = NO + HNO �R21�

NO + HO2 = HNO + O �R38�

For path �ii�, the formation rate of Reaction 21 is positive, so NO
and HNO are formed via Reaction 21. The negative rate of
progress of Reaction 38 means HNO is converted back to NO.

The first path identified as important for the burned zone is also
described by Zabetta and Kilpinen �34� as the “N2O intermediate
mechanism.” In their results the N2O is converted to NO along a
different pathway as:

N2O + O = NO + NO �R4�

Even though this is a different pathway to convert N2O to NO as
identified in Ref. �34�, this discrepancy is attributed to the fact that
Reaction 10 is not an elementary reaction and Reaction 4 is in-
cluded in Reaction 10 implicitly. Also Zabetta and Kilpinen �34�
pointed out the “N2O intermediate mechanism” can only assume
importance for fuel-lean mixtures. This could also be supported
by the fact that the equivalence ratio of the burned zone is about
0.4, whereas the equivalence ratio for a typical packet, like Packet
�1, 1� is between 0.88 and 1.1.

Reactions 11, 15, and 16 involve the inter-conversion of NO
and NO2. From the positive or negative value of each reaction’s
rate of progress, it can be seen that the NO2 is formed from NO
via Reactions 11 and 16, and is converted back to NO mainly via

Fig. 14 Normalized sensitivity coefficients of important reac-
tions for the burned zone at 360 crank angle

Fig. 15 Normalized sensitivity coefficients of important reac-
tions for the burned zone versus crank angle

Fig. 16 Rate of progress of important reactions for the burned
zone versus crank angle
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Reaction 15. These three reactions �Reactions 11, 15 and 16� form
the basis of the QSSA of NO2 species for the burned zone. It was
mentioned earlier that Reactions 11, 12 and 15 form the basis of
the QSSA for the packets zone. The different sets of reactions
required for the same QSSA for NO2 species in different zones
indicate that it is difficult to determine a truncated steady-state
relationship suitable for all cases.

Conclusions
The NOx formation in pilot-ignited natural gas engines was

modeled using a super-extended Zel’dovich mechanism based
upon a multi-zoned phenomenological combustion model. A sen-
sitivity analysis was performed for the NOx model in the different
zones �packets or pilot fuel zone, flame zone, and burned zone� of
the combustion model. The results obtained are summarized be-
low:

1. The quasi-steady-states assumption �QSSA� is valid for the
packets zone. It remains valid for most of the calculation
time for the burned zone, but is not valid for the flame zone
as it is currently treated.

2. Invoking the QSSA for the flame zone does not significantly
affect NOx predictions because very little NO is formed
from the flame zone.

3. The primary NO formation paths for the packets zone are:

O + N2 = NO + N �R1�

N + O2 = NO + O �R2�

N2 + HO2 = NO + HNO �R21�

NO + HO2 = HNO + O �R38�
4. The primary NO formation paths for the burned zone are:

N2O + M = N2 + O + M �R7�

N2O + O2 = NO + NO2 �R10�

N2 + HO2 = NO + HNO �R21�

NO + HO2 = HNO + O �R38�
5. The pre-exponential factors for Reactions 1, 7, 10, and 21

are the most sensitive parameters of the model; thus, they
should be obtained as accurately as possible.

6. The most sensitive parameters for NOx modeling are the
temperature and local equivalence ratio of the cylinder. The
absolute NOx predictions were not the focus of this paper
because the combustion model is still being developed.
However, the results of this paper provide some indications
of the other sensitive parameters.

7. Finally, it must be noted that the reactions considered in this
paper are not all elementary reactions. The reactions rates
obtained from published data also have some uncertainty.
Therefore, a sensitivity analysis was done here to find the
most sensitive parameters.
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Nomenclature
Kf � forward reaction rate
Kr � backward reaction rate
Kc � equilibrium constant based on concentrations
Kp � equilibrium constant based on partial pressure

Patm � standard atmosphere pressure
�k � stoichoimetric coefficients
R � universal gas constant
T � temperature

S0 � absolute entropy
H � absolute enthalpy

�S0 � absolute entropy difference
�H0 � absolute enthalpy difference
�A� � concentrations of species A

t � time
u � state variable
v � algebraic variable
p � sensitivity parameter

su � state sensitivity variable
sv � algebraic sensitivity variable
�̇ � net formation rate

Ċ � production rate

Ḋ � destruction rate
e � relative steady states assumption error
q � rate of progress of reaction

Appendix (from Ref. [9])
The following table shows the forward reaction rate for the

reaction equations considered in the modified super-extended
Zel’dovich mechanism. Rate coefficients are in the form of Kf
=ATb exp�−E0 /T�, where units are moles, cubic centimeters, sec-
onds, Kelvin.

Reaction A �cm3/mole s� b E0 �K�
1. N2+O↔NO+N 1.800E+14 0.0 38,370
2. N+O2↔NO+O 1.800E+10 1.0 4680
3. N+OH↔NO+H 7.100E+13 0.0 450
4. N2O+O↔2NO 6.900E+13 0.0 13,400
5. N2O+O↔N2+O2 1.000E+14 0.0 14,100
6. N2O+H↔N2+OH 7.587E+13 0.0 7600
7. N2O+M↔N2+O+M 1.600E14 0.0 25,969
8. N2O+N↔NO+N2 1.000E+13 0.0 10,000
9. N2O+NO↔NO2+N2 1.000E+14 0.0 25,000
10. N2O+O2↔NO+NO2 6.000E+14 −1.5 4985
11. NO2+O↔NO+O2 1.000E+13 0.0 300
12. NO2+H↔NO+OH 3.467E+14 0.0 740
13. NO2+NO2↔2NO+O2 1.995E+12 0.0 13,500
14. NO2+N↔O+N2O 5.012E+12 0.0 0.0
15. NO+HO2↔NO2+OH 2.089E+12 0.0 −240
16. NO+N2+O2↔N2O+NO2 2.300E+14 0.0 18,000
17. N2+O2↔2NO 2.730E+13 0.0 53,800
18. NO+O2↔N+O3 2.700E+14 −1.0 63,140
19. NO2+O↔N+O3 3.700E+14 −0.5 40,280
20. NO+O3↔O+NO3 6.000E+14 −1.5 8000
21. N2+HO2↔NO+HNO 5.925E+10 0.5 21,550
22. N+OH↔NH+O 1.290E+14 0.0 2165
23. N+H2↔NH+H 1.320E+15 0.0 11,230
24. N+H2O↔NH+OH 3.590E+15 0.0 18,430
25. NH+OH↔NO+H2 1.600E+12 0.56 755
26. NH+O↔NO+H 5.000E+11 0.5 0.0
27. NH+OH↔HNO+H 6.440E+11 0.0 1460
28. NH+O2↔HNO+O 4.380E+12 0.0 6546
29. HNO+M↔H+NO+M 1.900E+16 0.0 25,179
30. HNO+OH↔NO+H2O 2.100E+12 0.5 0.0
31. HNO+H↔NO+H2 1.400E+13 0.0 1510
32. HNO+O↔NO+OH 5.000E+11 0.5 0.0
33. NH+O↔N2O+H 2.240E+13 0.0 10,600
34. N2O+NH↔N2+HNO 1.995E+12 0.0 3000
35. NO2+NH↔HNO+NO 1.000E+11 0.5 2000
36. N+H2O↔NH+OH 1.000E+13 0.0 1000
37. N+HO2↔NH+O2 1.000E+13 0.0 1000
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Reaction A �cm3/mole s� b E0 �K�
38. NO+HO2↔HNO+O 1.900E+11 0.0 1000
39. HNO+NO↔N2O+OH 6.140E+12 0.0 17,100
40. HNO+N↔NO+NH 1.000E+13 0.0 1000
41. HNO+HNO↔2NO+H2 2.000E+10 0.5 2230
42. NH+N↔N2+H 6.310E+11 0.5 0.0
43. NH+N2↔N+H+N2 3.160E+21 −2.0 42,000

�Enhanced third-body efficiencies: H2O=10.0, N2=2.0, O2
=2.0, H2=2.0 �21��
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Development of a Semi-implicit
Solver for Detailed Chemistry
in Internal Combustion
Engine Simulations
An efficient semi-implicit numerical method is developed for solving the detailed chemi-
cal kinetic source terms in internal combustion (IC) engine simulations. The detailed
chemistry system forms a group of coupled stiff ordinary differential equations (ODEs),
which presents a very stringent time-step limitation when solved by standard explicit
methods, and is computationally expensive when solved by iterative implicit methods. The
present numerical solver uses a stiffly stable noniterative semi-implicit method. The for-
mulation of numerical integration exploits the physical requirement that the species den-
sity and specific internal energy in the computational cells must be non-negative, so that
the Lipschitz time-step constraint is not present and the computation time step can be
orders of magnitude larger than that possible in standard explicit methods. The solver
exploits the characteristics of the stiffness of the ODEs by using a sequential sort algo-
rithm that ranks an approximation to the dominant eigenvalues of the system to achieve
maximum accuracy. Subcycling within the chemistry solver routine is applied for each
computational cell in engine simulations, where the subcycle time step is dynamically
determined by monitoring the rate of change of concentration of key species, which have
short characteristic time scales and are also important to the chemical heat release. The
chemistry solver is applied in the KIVA-3V code to diesel engine simulations. Results are
compared to those using the CHEMKIN package, which uses the VODE implicit solver. Good
agreement was achieved for a wide range of engine operating conditions, and 40–70%
CPU time savings were achieved by the present solver compared to the standard
CHEMKIN. �DOI: 10.1115/1.2204979�

Introduction
Rapid development of computer technology has made it pos-

sible to implement more and more sophisticated mathematical
models into computational fluid dynamics �CFD� codes for inter-
nal combustion �IC� engine combustion simulations. In recent
years, attention is being given to models that include comprehen-
sive elementary chemical kinetic mechanisms. This trend has
stimulated research both on the development of chemical kinetic
mechanisms and on the numerical methods of solving the detailed
chemistry systems.

In this paper, we focus on the discussion of numerical issues
associated with solving the detailed chemistry in combustion sys-
tems, which are essentially groups of nonlinearly coupled ex-
tremely stiff ordinary differential equations �ODEs�. The presence
of stiffness in the calculation can cause time-step restrictions in
computations of combustion. Each chemical species evolves with
its own characteristic time scale, and the numerical time step may
be required to be comparable to the smallest of these time scales
for reasons of stability and/or accuracy �1,2�. This problem has led
many researchers to use implicit numerical methods in calcula-
tions of stiffly coupled chemical kinetic equations �3,4�.

In the engine combustion simulation community, CHEMKIN is a
very widely used package for including detailed chemical kinet-
ics, where the chemical kinetic ODE sets are solved by the VODE

implicit solver �3�. Kong and Reitz �5� incorporated CHEMKIN into
the KIVA-3V code such that more detailed NOx and soot emission
models could be added, and unburned HC emissions could also be
better predicted. However, the inclusion of detailed kinetics re-
sults in computer times that are much longer than using KIVA-3V

with the standard simplified five-species/eight-reaction “shell” ig-
nition model and the single turbulent time-scale combustion
model of Kong et al. �6�. This makes the KIVA-CHEMKIN code too
computationally expensive for practical engine simulations, and
also makes it less suitable for engine optimization research using,
for example, genetic algorithms �7�.

The semi-implicit chemical kinetic equation solver imple-
mented in the standard KIVA code can stably deal with simplified
mechanisms made up of global reactions using normal hydrody-
namic time steps �8�. However, when the number of reactions, is
increased considerably, and especially when stiff elementary reac-
tions, such as those of the H2–O2 system are added, a dramatic
loss of accuracy can result, making the standard KIVA solver no
longer suitable.

In this work, a stiffly stable, noniterative semi-implicit numeri-
cal solver was developed that is based on the basic numerical
solution technique in standard KIVA. The new solver incorporates
an algorithm that can handle the reactions present in the detailed
chemical kinetic mechanisms used for engine combustion simula-
tions, including third body reactions, pressure dependent reac-
tions, etc. �9–11�. The new solver also adopts a sequential sort
integration algorithm and a subcycling scheme that is based on the
characteristics of the stiffness of the ODE system. Therefore, the
new solver allows the use of numerical time steps that can be
orders of magnitude larger than those possible with standard ex-
plicit methods, and significant CPU time savings have been
achieved. The present engine simulation results show that the new
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solver achieves the same order of accuracy as CHEMKIN in practi-
cal engineering combustion calculations.

Chemical Kinetics Formulation
The detailed chemistry in combustion simulations can be de-

scribed by chemical kinetic mechanisms, which define the path-
ways and the associated reaction rates leading to the change of
species concentrations. In the mechanisms the reversible �or irre-
versible� elementary reactions involving K chemical species can
be represented in the general form �12�

�
k=1

K

�ki� �k ⇔ �
k=1

K

�ki� �k �i = 1, . . . ,I� �1�

The production rate �̇ki of the kth species in the ith reactions
can be written as

�̇ki = �kiqi �k = 1, . . . ,K� �2�
where

�ki = �ki� − �ki� �3�

qi = kfi�
l=1

K

�Xl��li� − kbi�
l=1

K

�Xl��li� �i = 1, . . . ,I� �4�

Equation �4� defines the rate-of-progress variable qi for the ith
elementary reaction. Note that the expressions for the production
rate need to be modified in special cases considering third-body
effects, or pressure-dependent effects.

The rate constants are given by the empirical Arrhenius form

kfi = AiT
�iexp�− Ei

RuT
� �5�

with a corresponding expression for kbi.
Substituting Eqs. �3� and �4� into Eq. �2�, �̇ki can be written as

the difference of two absolutely non-negative parts, i.e.,

�̇ki = ��ki� kfi�
l=1

K

�Xl��li� + �ki� kbi�
l=1

K

�Xl��li�� − ��ki� kfi�
l=1

K

�Xl��li�

+ �ki� kbi�
l=1

K

�Xl��li�� �6�

Rewriting Eq. �6� as

�̇k =
d�Xk�

dt
= fk��Xl�� = fk

+��Xl�� − fk
−��Xl�� �7�

where superscripts + and − in Eq. �7� refer to the strictly positive
and negative contributions to the overall source term fk��Xl��.
Since Eq. �7� is the general formulation for every elementary re-
action i, the subscript i is suppressed. Equation �7� is the form that
was used in the numerical schemes studied by Reitz �1�, and was
also implemented in the standard KIVA-3V code for its reference
species scheme �8�.

The summation of �̇ki for all of the elementary reactions yields
the net rate of change of species density for the kth species and,
correspondingly, the rate of change of specific internal energy of
the fluid. In KIVA, detailed chemical kinetic mechanisms are
solved as the chemical source terms in the species and energy
transport equations, by this means are the chemical kinetics
coupled with the hydrodynamic calculations �8�.

Semi-Implicit Numerical Method
Two different finite difference semi-implicit schemes were de-

veloped for the integration of Eq. �7�. The derivation of both
schemes will be demonstrated using a first-order accurate formu-
lation for simplicity, although up to third order accurate methods
have been used in the study.

Scheme I. The first-order accurate finite difference equation rep-
resentation for Eq. �7� is

Xk
n+1 − Xk

n

�t
= Fk

+�Xl
n� − Fk

−�Xl
n� �8�

Multiplying Fk
−�Xl

n� in Eq. �8� by the ratio Xk
n+1 /Xk

n, which is to
first-order equal to unity, the new updated concentration of the kth
species becomes

Xk
n+1 =

Xk
n+Fk

+�Xl
n��t

1+
Fk

−�Xl
n��t

Xk
n

�9�

It is readily seen that Xk
n+1 in Eq. �9� is strictly non-negative no

matter how large �t becomes, which prevents the species density
and, therefore, the specific internal energy from being driven
negative.

Based on the updated expression for Xk
n+1 in Eq. �9�, the new

production rate becomes

Xk
n+1 − Xk

n

�t
=

Fk
+�Xl

n� − Fk
−�Xl

n�

1+
Fk

−�Xl
n��t

Xk
n

�10�

Comparison of Eqs. �8� and �10� shows the denominator of Eq.
�10� essentially acts as a damping term, which maintains the sta-
bility of the stiff ODE system. Under nonstiff situations, the sec-
ond term in the denominator of Eq. �9� is orders of magnitude �1,
and therefore is negligible. This first order accurate numerical
scheme is exactly the same as that used by Reitz �1� and that used
in standard KIVA �8�.

By employing the same manipulation on the explicit second
and third derivative terms in the Taylor series, the above scheme
can be raised to higher orders. The first-to-third-order formula-
tions are summarized as follows:

Xk
n+1 − Xk

n

�t
= �G1

n + �G2
n−1 + �G3

n−2 �11�

G1
n = Fk

+�Xl
n� − 	Fk

−�Xl
n�

Xk
n 
Xk

n+1 �11a�

G2
n−1 = Fk

−�Xl
n−1� − 	Fk

+�Xl
n−1�

Xk
n−1 
Xk

n+1 �11b�

G3
n−2 = Fk

+�Xl
n−2� − 	Fk

−�Xl
n−2�

Xk
n−2 
Xk

n+1 �11c�

where first order: �=1, �=0, �=0; second order: �=3/2, �
=1/2, �=0; and third order: �=5/3, �=5/6, �=1/6.

Scheme II. Scheme I introduced a damping term into the pro-
duction rate expressions by multiplying Fk

−�Xl
n� in Eq. �8� by the

ratio Xk
n+1 /Xk

n to maintain the stability of the stiff ODE system.
But, at the same time, an associated inaccuracy was also intro-
duced because of this extra term. In scheme II, this inaccuracy is
reduced by multiplying Fk

−�Xl
n� by an additional term

�Xk
n+1 /Xk

n�predict, which is the concentration ratio predicted by Eq.
�9�, i.e.,

Xk
n+1 − Xk

n

�t
= Fk

+�Xl
n� − Fk

−�Xl
n�

Xk
n+1

Xk
n � Xk

n

Xk
n+1�

predict

�12�

This manipulation does not destroy the non-negativity charac-
teristics of the updated species densities, and the stiffly stable
performance was maintained. The predicted production rate in this
scheme then becomes
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Xk
n+1 − Xk

n

�t
=

Fk
+�Xl

n� − Fk
−�Xl

n�

1 +
1

Xk
n

��t�Fk
−�Xl

n���2

Xk
n + �t�Fk

+�Xl
n� + Fk

−�Xl
n��

�13�

Compared to Eq. �10�, the denominator of Eq. �13� has a dif-
ferent form, but its function as a damping term remains the same.
However, the order of accuracy is increased.

For a second-order formulation, the same treatment can
be applied, i.e., reducing the inaccuracy introduced by apply-
ing �Xk

n+1 /Xk
n�predict to the first derivative term and applying

�Xk
n+1 /Xk

n�predict and �Xk
n /Xk

n−1�predict to the explicit second deriva-
tive terms in the Taylor series. The second-order accurate expres-
sion of scheme II is then

Xk
n+1 =

Xk
n +

3

2
�tFk

+�Xl
n� +

1

2
�tFk

−�Xl
n−1�

1 +
3

2

�tFk
−�Xl

n�	
Xk

n +
1

2

�tFk
+�Xl

n−1�	


Xk
n−1

�14�

where

	 = � Xk
n

Xk
n+1�

predict

=
Xk

n + Fk
−�Xl

n��t

Xk
n + Fk

+�Xl
n��t

�15�


 = �Xk
n−1

Xk
n �

predict

=
Xk

n−1 + Fk
−�Xl

n−1��t

Xk
n−1 + Fk

+�Xl
n−1��t

�16�

Reitz �1� has shown using a first-order accurate example that
the Lipschitz timestep constraint no longer exists in scheme I, it
can be shown that this statement is also true for scheme II. In both
schemes, in case the species concentrations had zero initial values,
the explicit formula �i.e., Eq. �8�� was applied.

Sequential Sort Integration Algorithm
In CHEMKIN, the ODEs are formulated with respect to every

species by summing Eq. �2� for all reactions in the kinetic mecha-
nism �3,12�. In the standard KIVA solver, the ODEs are formulated
with respect to the production rate of a reference species in each
reaction, where mass conservation is automatically guaranteed by
the stoichiometric coefficients �8�. The standard KIVA chemistry
solver can only deal efficiently with cases in which the numbers
of reactions are small �normally the reactions are all global reac-
tions�.

The present solver followed the same approach of formulating
the ODEs as used in the standard KIVA code, but improvement has
been achieved by exploiting the characteristics of the stiffness of
the ODE system, so that the new solver has the capability of
achieving high numerical accuracy. In this algorithm, the se-
quence for the ODEs to be integrated was dynamically sorted by
ranking the absolute values of the rate-of-progress variables qi in
Eq. �4�, where the values of qi were evaluated based on the spe-
cies concentrations from the previous timestep, such that

q1�Xl
n� � q2�Xl

n� � ¯ � qj�Xl
n� � ¯ � qJ�Xl

n� �17�

where j=1, . . . ,J and j represents the new index of the reactions
for integration.

The rate-of-progress variables can be argued to be an approxi-
mation of the dominant eigenvalues of the ODE system, and the
idea of index sorting is similar to that used in the Gauss-Seidel
method for solving algebraic equations. By applying this sort al-
gorithm to the integration, information associated with the reac-
tions with the smallest chemistry time scales would be first taken
into consideration in the calculation, by which the maximum over-
all accuracy could be achieved.

In the integration process, the reaction rates of reaction j are
evaluated using the intermediate concentration values that have
been updated due to kinetic reactions �j, but not reactions �j.
This algorithm can thus be expressed as

Xk
0,n+1 = X̃k

J,n �18a�

X̃k
1,n+1 = G1�Xk

0,n+1� �18b�

. . .

X̃k
j,n+1 = Gj�X̃k

j−1,n+1� �18c�

. . .

X̃k
J,n+1 = GJ�X̃k

J−1,n+1� �18d�

Xk
0,n+2 = X̃k

J,n+1 �18e�

where the G’s are general notations for the functions that govern
the changes of species concentrations within every reaction, and
the subscript represents the index of the reaction being calculated.

The X̃’s represent the intermediate concentrations of species,
whose second superscript denotes the numerical time level, and
the first superscript denotes the index of the reaction in which the
concentrations were just updated, where 0 represents the initial
species concentrations of time n+1, which were inherited from
the previous chemical kinetic time step n.

Subcycling Scheme in Chemistry Routine
Although the present numerical method is stiffly stable, accu-

racy of the integration could still be sacrificed if too much damp-
ing is added. Therefore, the numerical timesteps for practical
chemical kinetics calculations should be restricted.

The present solver utilized a time subcycling scheme within the
chemistry solver routine. For every computational cell, the overall
hydrodynamic timestep of the KIVA code was dynamically divided
into n uniform subcycle time steps by monitoring the relative
change in magnitude of concentration of key species, which have
short characteristic time scales, and are also important to the
chemical heat release. Then the chemistry calculation was imple-
mented multiple times within a single hydrodynamic time step.

In the development of the ERC-reduced n-heptane mechanism,
Patel et al. �10� showed that the ketone intermediate species is
important for the cool flame heat release and the OH radical is
crucial for the overall heat release during the ignition process,
which represents the stiffest period of the whole combustion pro-
cess. With these considerations, the magnitudes of relative change
of concentration of the ketone species and the OH radical were
used as criteria for determining the number of subcycles needed,
viz.,

XOH
n+1 − XOH

n 
XOH

n � Csub �19�

Xketone
n+1 − Xketone

n 
Xketone

n � Csub �20�

where Csub is an empirical constant. For the cool flame heat re-
lease phase �normally T�1000 K�, both criteria were applied,
whereas for the main heat release, only the OH radical was moni-
tored because the ketone species was no longer important. In this
solver, the default value of the number of subcycles is 1, and if
either of the criteria were not satisfied, then the subcycle number
increased by a factor of 3, and the computation was restarted from
the beginning of the hydrodynamic time step.

The value of Csub was picked by sensitivity analysis using ig-
nition delay tests of homogeneous mixtures under constant vol-
ume and adiabatic conditions �10�. Figure 1 shows the results of
stoichiometric mixture at p=40 bar using numerical scheme I and
ERC-reduced n-heptane mechanism �10�. Results from KIVA-

CHEMKIN code were used as the baseline. It is seen that smaller
Csub generally yields better matching with the baseline, but reduc-
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ing Csub also results in the increase of computation time due to
more subcycles. Based on Fig. 1, 0.3 was taken as the optimal
value of Csub because smaller values did not improve the accuracy
significantly but increased the computational time considerably.
The same analysis was also carried out for numerical scheme II
and MIT mechanism �11�. More efforts need to be done in future
work for more mathematically strict criteria to make the subcy-
cling scheme independent of chemical kinetic mechanisms.

Experiment and Simulation Environments
Although the present chemical kinetics solver is applicable to

general IC engine combustion simulations, in the present work, it
was coupled with the standard KIVA-3V code and applied to diesel
engine simulations. The performance was tested by comparing the
results with predictions from the KIVA/CHEMKIN code and against
engine experimental data.

The specifications of the Caterpillar 3401E single-cylinder die-
sel engine used for the study are listed in Table 1. In the experi-
ments, the parameters that were varied were the time of start-of-
injection, the injection duration and the EGR rate. Six
experimental conditions of Klingbeil �13� were chosen as the
baseline cases for the comparisons to simulation results. Those
cases covered both low �8%� and high �44%� EGR, early �−20
ATDC� and late �+5 ATDC� start-of-injection timings, as shown in
Table 2. Thus the present solver was tested for predicting the
chemical kinetic processes that govern the ignition delay time and
heat release rates over a wide range of operating conditions.

In the simulations, two reduced n-heptane chemical kinetic
mechanisms were exploited for simulating diesel engine combus-
tion. The first is the ERC reduced n-heptane mechanism with 30
species �including acetylene for soot modeling� and 65 reactions
�10�, and the second is MIT reduced primary reference fuel �PRF�

mechanism with 32 species and 55 reactions �11�. In the simula-
tions using MIT mechanism, the fuel was set to be 100%
n-heptane and the species and reactions for the iso-octane related
chemistry were actually unused. The two mechanisms were cho-
sen for the multi-dimensional engine simulations mainly because
of their relative simplicity, so that the CPU time would be afford-
able for practical engine design or optimization simulations.

It is worth noting that the main difference between the two
reduced mechanisms is that the MIT PRF mechanism contains
several global reactions that convert big fuel molecules into CO,
HO2, and H2O directly, without breaking up into medium-size
molecules, i.e., C6–C2 level molecules. Those global reactions are
followed by the CO oxidation and H2-O2 reactions. In contrast,
the ERC reduced n-heptane mechanism keeps reactions involving
medium-size molecules and was formed from the 40 species
mechanism of Golovitchev �9�. Considering that the reaction rates
of fuel molecule decomposition reactions are generally orders of
magnitude faster than other reactions, the global reaction assump-
tions in the MIT mechanism are acceptable for engine simula-
tions. However, the difference between the mechanisms has some
effect on the necessary accuracy of the chemistry solver. Specifi-
cally, it was found that numerical scheme I worked very well with
the ERC-reduced mechanism, but when applied to the MIT
mechanism, it had difficulty in predicting ignition delay times for
late injection, high EGR cases. The reason is that a small loss of
computational accuracy results in misfire under these extreme
conditions.

The difficulty for scheme I to work with the MIT mechanism
motivated the further improvement of numerical accuracy which
resulted in scheme II. Thus, performance of scheme I was dem-
onstrated with simulations based on the ERC mechanism, while
scheme II was applied with the MIT mechanism.

First-order accurate formulations of the numerical schemes
were used for the simulations presented here. The higher formal
order schemes allow larger subcycle timesteps to be applied. But
additional computations showed the higher-order formulations did
not have significant advantages over the first-order formulations in
terms of the overall accuracy and CPU time. The first-order for-
mulations were deemed accurate enough for practical engine
simulations.

Discussion of Results

Pressure and Heat Release Rate. Figure 2 shows the com-
puted in-cylinder pressures and heat release rates based on scheme
I for the baseline cases compared to the simulation results from
KIVA/CHEMKIN as well as the measured data. As mentioned above,
the chemistry mechanism used was the ERC n-heptane
mechanism.

For cases 1, 2, 4, and 5, the computed pressure and heat release
rate traces from the semi-implicit solver and CHEMKIN generally
match very well. Although the ignition time and peak pressure
also match well between measured and calculated results, rela-
tively large discrepancies are observed in the heat release rate,
which may be partly due to the uncertainties in the chemical ki-
netic mechanisms and/or the spray model.

For late injection cases �SOI=+5 ATDC�, discrepancies between
the experimental data and the simulation results are more consid-

Fig. 1 Sensitivity analysis of Csub by ignition delay tests „ERC
mechanism + scheme I, �=1.0, p=40 bar…

Table 1 Caterpillar 3410E engine specifications †13‡

Bore � stroke 137.2 mm�165.1 mm
Compression ratio 16.1:1
Displacement 2.44 L
Combustion chamber geometry In-piston Mexican hat

with sharp-edged crater
Maximum injection pressure 190 MPa
Number of nozzle holes 6
Nozzle hole diameter 0.214 mm
Included spray angle 130 deg

Table 2 Experimental conditions of selected cases

Case SOI �ATDC� EGR �%�

1 −20 44.0
2 −10 44.0
3 +5 44.0
4 −20 8.0
5 −10 8.0
6 +5 8.0
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erable, especially in the 44% EGR case, the simulated ignition
occurs seven to eight crank angles in advance of the measured
one. This is because those extreme operating conditions are very
near the misfire limit of the engine. The contribution of uncertain-
ties to the accuracy of the simulations is also relatively large due
to the borderline conditions. But with regard to the comparison
between the new solver and CHEMKIN, the new solver still gives
acceptable results compared to those from CHEMKIN.

The simulation results based on scheme II and the MIT PRF
mechanism are shown in Fig. 3. Good agreement between the
pressure curves from the semi-implicit solver and those from
CHEMKIN was achieved again, although relatively more obvious
discrepancies can be observed in heat release rate. The improve-
ment of scheme II over scheme I is readily observed by the good
pressure matching in the late injection cases 3 and 6, where
scheme I failed to predict any ignition when coupled with the MIT
mechanism, as mentioned earlier. Based on similar ignition delay
tests as shown in Fig. 1, the constant Csub in Eqs. �19� and �20�
was set 0.5 in the simulation cases using MIT mechanism.

Figure 4 shows the calculated pressure curves using ERC
mechanism and scheme II for cases 1–3, compared to the mea-
sured curves and the results from CHEMKIN. It is seen that scheme
II gives the same order of accuracy compared to scheme I when
applied to the ERC mechanism.

In-Cylinder Species Mass. The in-cylinder pressure and heat
release histories are both governed by changes of mixture compo-
sition in the cylinder during the combustion process. Figure 5
shows the total in-cylinder mass histories of some of the key
species using scheme I and the ERC mechanism, as compared to
the CHEMKIN results.

The three cases shown with different SOI timings and EGR
ratios all indicate that the in-cylinder total mass of O2, CO2, H2O,
CO, and OH match very well between the new solver and
CHEMKIN. Although some discrepancies are observed for the mass
of fuel and C7ket12, the trends and magnitudes are the same. Also,
only after the magnitudes of the species become very small do the
differences become appreciable �note the logarithmic scale�. This
shows that the present solver is able to capture the information of
the most important species such as CO and OH in practical engine
simulations.

CPU Time Comparisons. Figure 6 shows CPU time compari-
son between the present solver and CHEMKIN. The computational
platform was a Linux workstation that uses a Pentium 4 CPU. For
all cases, the initial hydrodynamic time steps were set to be 5 s,
and the simulations were initialized with specified conditions at
intake valve closure �IVC�, and ended at exhaust valve open
�EVO�.

Fig. 2 Pressure and heat release rate comparisons based on the ERC reduced n-heptane
mechanism: „a… case 1: SOI =−20 ATDC, 44% EGR, ERC mechanism, „b… case 2: SOI =−10
ATDC, 44% EGR, ERC mechanism, „c… case 3: SOI =+5 ATDC, 44% EGR, ERC mechanism,
„d… case 4: SOI =−20 ATDC, 8% EGR, ERC mechanism, „e… case 5: SOI =−10 ATDC, 8% EGR,
ERC mechanism, and „f… case 6: SOI =+5 ATDC, 8% EGR, ERC mechanism
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Figure 6�a� shows results for the ERC mechanism and the semi-
implicit solver using the first-order formulation of scheme I. Also
shown in this figure is the CPU time for cases based on the stan-
dard “shell” ignition model and the CTC combustion model of
Kong et al. �6� �i.e., no detailed chemistry�. Generally, the CPU
time for the detailed chemistry cases using CHEMKIN is roughly
ten times longer than the cases without detailed chemistry, which

makes the application of detailed chemistry to engine design or
optimization work impractical. The present solver in general
achieves 40–60 % CPU time savings compared to CHEMKIN,
which makes it useful for introducing detailed chemistry in engi-
neering calculations.

The results in Fig. 6�b� are based on the MIT mechanism and
the semi-implicit solver �using scheme II�. It should be noted that
schemes I and II had similar CPU times for the same engine case.
As seen, the present solver presented 50–70 % CPU time savings
compared to CHEMKIN using the same detailed chemistry mecha-
nism. Based on the present solver, the CPU time could be ex-
pected to be further reduced by applying other computer time-
reduction strategies in future work, such as employing parallel
computing and/or bypassing computational cells in which chemi-
cal reaction effects are essentially negligible.

Conclusions
Good agreement between the present numerical solver and

those obtained from CHEMKIN has been achieved in terms of in-
cylinder pressure and species mass traces for both high and low
EGR ratios. However, discrepancies were observed in the com-
parisons of heat release rate, especially for late injection cases.
The simulation results used a first-order accurate formulation of
the numerical schemes. This indicates that a lower-order semi-

Fig. 3 Pressure and heat release rate comparisons based on the MIT reduced PRF mecha-
nism: „a… case 1: SOI =−20 ATDC, 44% EGR, MIT mechanism, „b… case 2: SOI =−10 ATDC,
44% EGR, MIT mechanism, „c… case 3: SOI =+5 ATDC, 44% EGR, MIT mechanism, „d… case 4:
SOI =−20 ATDC, 8% EGR, MIT mechanism, „e… case 5: SOI =−10 ATDC, 8% EGR, MIT mecha-
nism, and „f… case 6: SOI =+5 ATDC, 8% EGR, MIT mechanism

Fig. 4 Pressure trace comparisons based on the ERC mecha-
nism and numerical scheme II
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implicit solver is sufficiently accurate for capturing the main ther-
mal and chemical information in practical computations of engine
combustion, and it is stiffly stable.

As would be expected, the numerical schemes in the present
solver were found to be sensitive to the choice of the kinetics
mechanism. The lower-accuracy scheme I yielded good results
when coupled with ERC reduced n-heptane mechanism, but more
accuracy was needed when coupled with the MIT PRF mecha-
nism, especially for borderline misfire late injection cases.
Scheme II worked well for both chemistry mechanisms. Although
higher formal-order formulations of the present numerical
schemes did not show significant advantage over the first-order
formulation presented in this study, their potential for further im-
provement in terms of using larger timesteps, and enhancing pre-
diction accuracy will be studied in the future.

The CPU time comparisons demonstrate that significant in-
creases in computational efficiency have been gained with the use
of the present semi-implicit chemistry solver compared to the
standard CHEMKIN solver. The CPU time could be expected to be
further saved by applying other strategies in the future.

Nomenclature

Acronyms
ATDC � after top dead center

CTC � characteristic time combustion �model�
EGR � exhaust gas recirculation
EVO � exhaust valve open
HRR � heat release rate

IC � internal combustion
IVC � intake valve closure

ODE � ordinary differential equation
PRF � primary reference fuel
SOI � start of injection

Arabic Symbols
A � pre-exponential constant
b � temperature exponent in Eq. �5�

Csub � empirical constant in Eqs. �19� and �20�
f � production rate function

E � activation energy
F � numerical approximation to f
G � functions in Eqs. �11�; general function in Eq.

�18�
I � total number of reactions
j � index of integration sequence of the reactions,

1 , . . . ,J
J � total number of reactions, J= I
k � rate constant
K � total number of species
p � pressure
q � rate-of-progress variable

Ru � universal gas constant
t � time

T ,T0 � temperature
X � numerical approximation to �X�

�X� � species concentration

X̃ � intermediate species concentration

Greek Symbols
� ,� ,� � parameters in Eq. �11�

�t � numerical time step

 ,	 � intermediate parameters in Eq. �14�–�16�

� � stoichiometric coefficient

Fig. 5 In-cylinder total masses of species compared between
the present solver „solid lines… and CHEMKIN „symbols…: „a… SOI
=−20 ATDC, 44% EGR, ERC mechanism, „b… SOI =−10 ATDC,
44% EGR, ERC mechanism, and „c… SOI =+5 ATDC, 8% EGR,
ERC mechanism

Fig. 6 CPU time comparisons: „a… scheme I, first-order formu-
lation, ERC mechanism, and „b… scheme II, first-order formula-
tion, MIT mechanism
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� � equivalence ratio
� � chemical species symbol
� � production rate

Subscripts
b � backward elementary reaction step
f � forward elementary reaction step
i � reaction index 1, . . . , I
k � species index 1, . . . ,K

ketone � ketone species in the chemical kinetic
mechanisms

l � running index for species 1 , . . . ,K
OH � OH radical in the chemical kinetic mechanisms

predicted expression by the first-order accuracy
numerical scheme �Eq. �9�� presented in this
paper

� � forward reaction
� � backward reaction

Superscript
n � numerical time level
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An Experimental Investigation on
the Effect of Post-Injection
Strategies on Combustion and
Emissions in the Low-
Temperature Diesel Combustion
Regime
In order to meet future emissions regulations, new combustion concepts are being devel-
oped. Among them, the development of low-temperature diesel combustion systems has
received considerable attention. Low NOx emissions are achieved through minimization
of peak temperatures during the combustion process. Concurrently, soot formation is
inhibited due to a combination of low combustion temperatures and extensive fuel-air
premixing. In this study, the effect of late-cycle mixing enhancement by post-injection
strategies on combustion and engine-out emissions in the low-temperature (low soot and
NOx emissions) combustion regime was experimentally investigated. The baseline oper-
ating condition considered for low-temperature combustion was 1500 rpm, 3 bar IMEP
with 50% EGR rate, and extension to high loads was considered by means of post
injection. Post-injection strategies gave very favorable emission results in the low-
temperature combustion regime at all loads tested in this study. Since post injection leads
to late-cycle mixing improvement, further reductions in soot emissions were achieved
without deteriorating the NOx emissions. With smaller fuel injected amounts for the
second pulse, better soot emissions were found. However, the determination of the dwell
between the injections was found to be very important for the emissions.
�DOI: 10.1115/1.2180812�

Introduction
Several different strategies have been successfully developed to

attain the desired combustion characteristics. Among them, two
different strategies, according to the timing of fuel injection, fea-
turing “early” mixture formation �e.g., the homogeneous charge
compression ignition �HCCI� concept �1,2��, and “late” mixture
formation �e.g., the modulated kinetics �MK� concept �3,4��, have
received much attention.

Early injection strategies, often called HCCI, have been widely
studied as a combustion technology to avoid simultaneous NOx
and smoke formation regions. This combustion technology
achieves low-combustion temperatures primarily by premixing the
fuel and air to overall lean conditions, and thus reduces both NOx
and smoke emissions. A very long mixing period is required to
form a lean and uniform mixture, and it is necessary to inject fuel
at a fairly early time in the initial stages of the compression
stroke.

Although early injection strategies have met with some success,
difficulties remain with control of the combustion phasing and
fuel wall impingement. In order to overcome these problems,
methods such as suppression of the penetrating force of the spray
using a special nozzle �5� or the narrow angle direct injection
�NADI� technology �6� have been suggested, which require sub-
stantial hardware modification of engines. Additionally, to en-
hance the mixing process, changes in fuel injection equipment and

combustion chamber geometries are often adopted. These changes
can lead to less desirable performance at high loads, when con-
ventional diesel combustion operating modes may be required.

On the contrary, late injection strategies have succeeded in
achieving simultaneous low NOx and soot emissions over a low-
to-moderate speed and load range. This combustion concept has
advantages compared to early injection strategies. The combustion
phasing is determined by the fuel injection event and does not
require any modification of current standard diesel fuel injection
equipment or combustion chamber geometries. Therefore, the
present research was focused on investigating this late-injection
low-temperature combustion regime.

Many experimental and numerical investigations have demon-
strated the capability of late-injection low-temperature combus-
tion to reduce both NOx and soot emissions, simultaneously.
Kimura et al. �3,4� conducted experimental investigations of so-
called MK combustion using a single-cylinder direct-injection
�DI� diesel engine.

In the MK combustion concept, NOx formation is maintained
low by implementing high rates of cooled exhaust gas recircula-
tion �EGR�, late injection timings, and use of a low compression
ratio. Each of these factors also extends the ignition delay, allow-
ing a greater time for fuel-air premixing, which is thought to be
the dominant factor suppressing soot formation. To ensure that all
of the fuel has enough time to premix, the ignition delay should
exceed the injection duration, which is an essential feature of MK
combustion. To shorten the injection duration, high injection pres-
sures are adopted. Furthermore, a high swirl ratio is employed to
suppress the formation of unburned hydrocarbons and soluble or-
ganic fraction �SOF� of the particulate, although a small NOx
penalty is observed.
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It is well known that NOx is formed at high temperatures, while
soot is formed at high equivalence ratios and in a specific tem-
perature region. Thus, low-combustion temperature helps to re-
duce NOx and soot emissions, simultaneously. Akihama et al. �7�
developed so-called smokeless rich combustion and obtained
near-zero NOx and soot emissions under near stoichiometric and
even rich operating conditions. They also proposed a quantitative
�−T map by performing zero-dimensional �0D� calculations us-
ing a detailed soot formation model. The main soot suppression
mechanism in smokeless combustion is that the temperature re-
duced by large amounts of EGR is low enough to allow the com-
bustion to avoid the soot formation region.

In another investigation, Ishiyama et al. �8� experimentally ex-
amined the mechanism of spray ignition of n-heptane using a
constant-volume vessel in low-temperature combustion, as well as
conventional diesel combustion. They observed negative tempera-
ture coefficient �NTC� behavior of ignition delays accompanying
two-stage ignition at a low ambient pressure, while a monotonic
temperature dependency was obtained with single-stage ignition
at a higher ambient pressure. They found that the enhancement of
fuel-air mixing with elevated injection pressure and a reduced
nozzle orifice delays the appearance of the hot flame in the NTC
condition.

Shimazaki et al. �9� also investigated the characteristics of pre-
mixed compression ignition �PCI� combustion with fuel injection
timings near top dead center �TDC�. They found that simultaneous
reduction of NOx, soot, and brake-specific fuel consumption
�BSFC� is obtained using commercial diesel fuel with high ignit-
ability, in combination with high EGR in order to achieve enough
mixing time to reduce the amount of fuel-rich mixture. The mix-
ture formation depends heavily on “high turbulent mixing rates,”
which were obtained by high injection pressures with small-hole
nozzles and near-TDC injection. It was also pointed out low hy-
drocarbon �HC� emissions can be obtained through near-TDC in-
jection due to a mixture that does not disperse into the squish
region, which causes HC emissions.

Bianchi et al. �10� numerically investigated the possibility to
extend the low-temperature combustion concept developed for
low-load conditions �4,8� to medium-high load. They found that it
is very difficult because the maximum allowable EGR rate dimin-
ishes and greater chemical energy is released due to the large
amount of fuel injected. They concluded that improvements in
mixture formation are of particular importance to reduce soot for-
mation at medium load.

Recently, Miles et al. �11,12� found that the low-temperature
combustion regime more closely resembles a standard, two-stage
diesel combustion process—consisting of a rich premixed burn
phase followed by mixing-limited combustion—rather than a fully
premixed �homogeneous or otherwise� process. Therefore, meth-
ods to improve the late-cycle mixing rate in the low-temperature
combustion regime would be very helpful to further reduce the
soot emissions. Mixing enhancement by means of a second injec-
tion was chosen for this purpose in this research. The effect of
injection timing, dwell, and the amount of fuel injected were in-
vestigated, and these results were compared to those of single
injection.

Experimental Setup
The test engine used in this research is a single-cylinder version

of a 2.4 L five-cylinder engine that is in production in Europe.
The maximum power is 22 kW at 3800 rpm. The cylinder head,
piston, and other important engine parts were manufactured at
FIAT, and the block was a Hydra from Ricardo Research. The
specifications of the engine are shown in Table 1 �13�.

The engine features two intake ports, which generate different
amounts of flow swirl. Hence, the operating swirl ratio can be
adjusted by throttling the helical port between 1.8 and 3.3. Figure
1 shows the schematic of engine experimental setup layout includ-
ing the intake and exhaust system �13�.

Exhaust gas recirculation �EGR� is attained by a direct link
between the exhaust and intake surge tanks. EGR rates are calcu-
lated as a volumetric percentage of intake air using the following
equation:

%EGR =
%CO2�intake� − % CO2�ambient�

%CO2�exhaust� − % CO2�ambient�
� 100

A heat exchanger is used to cool the recirculated exhaust gas.
Thus, the temperature of the EGR was maintained at the tempera-
ture of the fresh intake air.

The common-rail injection system is capable of injecting the
fuel at a range of injection pressures from 150 bar to 1350 bar,
along with up to two injections per combustion event. The injector
was an electrohydraulically controlled injector. The injection strat-
egies, such as the injection pressure, timing, and quantity, could
be set through a program provided with the injection system. The
common-rail injection system specifications are summarized in
Table 2. Instantaneous mass rate-of-injection �ROI� profiles and
the corresponding fuel delivery quantities are obtained using the
method developed by Bosch �14�.

Cylinder pressure was acquired using a piezoelectric pressure
transducer �Kistler, model 6125A� and a charge amplifier �Kistler,
model 5010B�. The data acquisition system is used to take cylin-
der pressure averaged over 100 cycles by 1/4 crank-angle degree
increments. The in-cylinder pressure data along with other engine
operating parameters are analyzed to obtain the apparent heat re-
lease rate, following the procedure given by Heywood �15� and
employing a constant specific heat ratio of 1.33.

The emission data measured during the experiments are the
gaseous emissions and soot emissions. The gaseous emissions in-
cluding NO, NOx, CO, HC, and exhaust CO2 were measured with
a Thermo Nicolet NEXUS 670, FT-IR emissions analyzer.
Samples taken from the exhaust surge tank are run to the Fourier
transform infrared �FTIR� analyzer by a heated line after passing
through a heated soot filter. The sample is kept above 170°C to
prevent emissions species from condensing. Intake CO2 is as-
sessed with a Horiba PIR-9000 infrared gas analyzer. Exhaust
smoke levels are determined with a Bosch model RTT100 smoke
opacimeter. The Bosch smoke opacimeter originally measures vi-
sual opacity and an absorption coefficient, and then the data is
converted into mass concentration through the use of an internal
conversion table. This mass concentration specifies the amount of
soot with units of milligrams per cubic meter. It is presented as
soot level in this work, after being converted into units of grams
per kilowatt hour �13�.

In order to investigate the effect of the post injection on the
combustion and emissions, two different strategies could be ap-
plied. One is a fixed fueling test and the other is a fixed indicated
mean effective pressure �IMEP� test. Initially, the fixed fueling
procedure was selected in order to assess the best test method and
to explore the effect of post injections.

As shown in Fig. 2, combustion and emissions formation can be
controlled by four factors, including the start-of-injection �SOI�
timing of the first pulse, the duration of the first pulse, the dwell
between pulses, and the duration of the second pulse. The SOI

Table 1 Engine specifications

Engine type 4 valve HSDI diesel
Bore�stroke 82.0�90.4 mm
Compression ratio 18.79:1
Displacement 477 cm3

Chamber geometry Reentrant bowl
Intake ports 1 helical�swirl� port,
Swirl ratio �at IVC� 1.83–3.30
Bowl diameter �mm� 46.0
Squish clearance volume 26.84 cm3

IVO/IVC 10 deg BTDC/38 deg ABDC
EVO/EVC 38 deg BBDC/8.5 deg ATDC
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timing for the main or first injection was fixed to be the same as
that of the single-injection condition �−7.5 deg ATDC�. The dura-
tion of the main injection was chosen by the value �ETp
=330 �s� required to achieve 3 bar IMEP with 2000 �s dwell.
Then the dwell between injections was changed from
1000 �s to 3000 �s. Thus, the SOI timing for the second �post-�
injection was varied. The duration of the post injection �ET� was
also fixed with an energizing time of 150 �s. The total fuel mass
per injection �main+post� and the associated IMEP variation for
the fixed-injection energizing time �fixed fuel flow rate� test are
shown in Fig. 3.

As can be seen, the actually delivered total fuel mass per injec-
tion is nonmonotonically changed with the dwell. In order to in-
vestigate further this phenomenon and find out the main reason for
this, the rate-of-injection �ROI� profile was measured using the
Bosch bench meter as a function of dwell time, and is illustrated

in Fig. 4. The first pulse, which corresponds to the main injection
event, has identical shape and area regardless of the dwell. How-
ever, the details of the second post-injection event show strong
sensitivity to the dwell. Even though the same energizing time of
the injector was used �ET=150 �s�, the actual delivered fuel mass
caused by the second injection is changed with varying dwell
time. The high-pressure wave dynamics inside the injector and
associated plumbing is the cause of this phenomenon.

Since different fueling rates can influence the emissions results,
this complicates explanations of the effect of dwell between in-
jections on combustion and emissions. Thus, the fixed IMEP test
procedure was finally selected to examine the effect of post-
injection strategies, including the dwell and the fuel distribution
effects.

Results and Discussion
The operating conditions for the present low-temperature com-

bustion studies are shown in Table 3. Unless otherwise noted, the
injection pressure used was 800 bar.

The effect of the amount of second injected fuel on the com-
bustion and emissions was explored with fixed IMEP operating
conditions. Three different amounts of second injected fuel were
used in which the energizing time of the injector was 100 �s,
150 �s, and 200 �s, respectively. In order to maintain the fixed
load condition, the duration �energizing time of the injector� of the
main injection �ETp� was adjusted. Two different values, 1400 �s
and 1600 �s, were used for dwell time between injections. Other
engine operating conditions correspond to those shown in Table 3.

Figure 5 presents emissions results acquired in the test. As the
amount of second injected fuel is increased, soot emissions in-
crease, while the NOx emissions remain relatively constant. The
reason why soot emissions are closely related with the amount of
second injected fuel may be that there is a trade-off between mix-
ing rate and mixing time. As the amount of second injected fuel is
increased, soot production from locally rich regions due to insuf-
ficient mixing time becomes much higher than the enhancement
of mixing rate by the injection event. Compared to the result of
the single injection, the smallest amount of second injected fuel
reduced soot emissions by 50%.

Fig. 1 Schematic of experimental engine setup

Table 2 Fuel injection system specifications

Injector type Electrohydraulically controlled injector
Injection pressure 150–1350 bar
Nozzle type Dual-guided VCO nozzle
Number of nozzle holes 6
Hole Diameter 160 �m
Hole L /D ratio 6.25
Included spray angle 145 deg

Fig. 2 Example control strategy for post injections for the
fixed injection energizing time tests
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Effect of Dwell Between Injections. The effect of dwell was
also investigated with fixed IMEP conditions. SOI timing of the
main injection was adjusted to maintain the combustion phasing
by matching the location of peak pressure �LPP� with that of the
single injection. Also, the amount of first injected fuel �ETp� was
varied to achieve the load condition �3 bar IMEP� with 800 bar

injection pressure. The duration of the second injection was fixed
with 100 �s energizing time based on the results obtained in Fig.
5. A dwell ranging between 400 �s and 3200 �s was chosen to
explore the effect of dwell on combustion and emissions.

Changes in the apparent heat release rate �AHRR� obtained as
the dwell was varied are shown in Fig. 6. The heavy dotted line
indicates the heat release rate of the single injection. Note that
even though the same duration is used for the second injection, the
duration of the first injection had to be changed to achieve the
desired load condition due to the injector wave dynamics. The
location of the peak of the premixed burn was matched at around
10 CAD. All heat release rate curves show the typical character-

Fig. 3 Variations in total fuel mass per injection and the associated IMEP as a
function of dwell with fixed energizing time for both injection pulses. „ETp
=330 �s, ET=150 �s…

Fig. 4 Rate-of-injection profile with different dwell time „DT… at
fixed energizing time „ETp=330 �s, ET=150 �s…

Table 3 Operating conditions

Speed �rpm� 1500
Load �bar IMEP� 3
EGR �%� 50
Injection pressure �bar� 800, 1100
Intake temperature �°C� 65
Intake pressure �kPa� 134
Swirl ratio 1.83

Fig. 5 NOx-soot trade-off with different amount of second in-
jected fuel with 1400 �s and 1600 �s dwell time, 3 bar IMEP
„open circle, single injections…
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istics of the low-temperature combustion, which are a long igni-
tion delay, and small low-temperature heat release �two-stage ig-
nition� prior to the main premixed burn. It is also seen that, as the
dwell is increased, the location that is influenced by the second
injection during the combustion process is moved toward the ex-
pansion stroke.

Figure 7 shows the corresponding emissions results. Open sym-
bols indicate the emissions results of single injections. The soot
emissions show a strong correlation with the dwell; however, the
NOx emissions are only a little influenced by the dwell. Lower
soot emissions than those obtained with the single injection were
achieved through the post injection at specific dwell times. These
specific dwell times correspond to times that avoid injection into
an existing soot cloud �16�. This result is consistent with that of
other recently published work �17�. It is thought that an additional
mixing at the appropriate time during the late-cycle period causes
the air motion from the post injection to play a significant role in
reducing soot emissions. On the contrary, since temperature
changes caused by the post injection are expected to be negligible
due to the small injected fuel quantity, NOx emissions show simi-

lar results to those of the single injection case. Thus, using a post
injection, lower soot emission is obtained without deteriorating
NOx emissions.

The corresponding variations in HC emissions with increasing
dwell are depicted in Fig. 8. The dotted line indicates the result of
the single injection. HC emissions become higher than that of the
single-injection case for dwells greater than 1600 �s. This sug-
gests that the temperature in the cylinder during the expansion
stroke is too low to burn all the injected fuel completely. Based on
these results, it is seen that the shortest available dwell �400 �s�
shows the best emissions results in all aspects.

High Load Low-Temperature Combustion. In the previous
sections, the low-temperature combustion concept was applied to
relatively low load cases �3 bar IMEP�. It is interesting to inves-
tigate the possibility to extend the low-temperature concept to
medium-high load conditions. The expected obstacles when the
engine load is increased will be that the increase in the fuel
amount and the less tolerated EGR rates may not allow low com-
bustion temperatures.

Fig. 6 Changes in AHRR with the dwell time between
injections

Fig. 7 Variations in NOx and soot emissions as a function of dwell

Fig. 8 Comparison results of HC emissions with single injec-
tion results
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First, the upper limit of allowable load was investigated using
single injections in the low-temperature combustion regime. The
engine operating conditions were the same as those previously
investigated �see Table 3�, but the total amount of fuel injected
was increased. SOI timing was adjusted as shown in Fig. 9 to
retain the same combustion phasing by matching the location of
peak pressure.

As load is increased, the peak cylinder pressure is increased,
but there is little influence on the heat release rate curve. The
maximum load that could be obtained while maintaining the fea-
tures of low-temperature combustion �long ignition delay, low
soot, and NOx emissions� was 5.24 bar IMEP. Above this load,
complete combustion could not be achieved due to oxygen defi-
ciency. Thus, even though the injected fuel was further increased,
the power output was not increased any further.

NOx and soot emissions acquired in the load swing test are
shown in Fig. 10. Beyond the 4.5 bar IMEP condition, soot emis-

sions increased rapidly because of insufficient mixing, and de-
creased oxygen availability for soot oxidation.

In addition to increased soot emissions, as shown in Fig. 11,
CO emissions also increased sharply due to insufficient oxygen
availability beyond the 4.5 bar IMEP load condition. Accordingly,
the maximum practical load point was chosen at 4.5 bar IMEP.

Insufficient mixing due to lack of oxygen limits the application
of low-temperature combustion at higher load. Therefore, means
for enhancement of the mixing rate might extend the desirable
load range and improve soot emissions. As shown previously,
post-injection strategies proved to be helpful to enhance the mix-
ing rate at the lower load condition. Thus, investigations were
made to determine if these strategies could help extend the upper
limit of the low-temperature combustion concept. In addition, the
effect of mixing enhancement on emissions reduction, especially
soot emissions, was examined.

The amount of first fuel injected �ETp� was increased to

Fig. 9 Changes in the combustion characteristics with increasing load with
single injections

Fig. 10 Soot and NOx emissions for the load tests of Fig. 10 Fig. 11 Changes in CO emissions with increased load
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achieve the load condition requested, as shown in Fig. 12. The
dwell was also adjusted to find the best emissions results. The
amount of second fuel injected was fixed with 95 �s energizing
time, which was found to be the minimum possible for repeatable
injection with the current injection system �at Pinj=1100 bar�. The
other operating conditions, such as swirl ratio and EGR rate, are
the same as those shown in Table 3. As illustrated in Fig. 12, the
location of peak pressure was matched to maintain the thermody-
namic conditions inside the cylinder by adjusting the SOI timing
for the main injection.

Despite the mixing enhancement due to the post injection, as in
the previous single-injection results, the highest load that could be
obtained while maintaining desirable operating conditions was
4.5 bar IMEP. However, some favorable gain was obtained on
emissions, as shown in Fig. 13. As can be seen, a big reduction in

soot emissions was achieved for all load conditions investigated
using the post-injection strategy while NOx emissions were held
relatively constant.

On the other hand, Fig. 14 illustrates the corresponding appar-
ent heat release and rate-of-injection profiles with increasing load.
Regardless of load, the second injection occurred before the main
premixed burn started. In addition to the ignition delay for the first
injection, another relatively long ignition delay for the second
injection was found, as can be seen by the existence of a second
peak of the heat release rate in Fig. 14. This long ignition delay
could reduce soot emissions by providing extra time for late-cycle
mixing. Also the increase in turbulence intensity at late-cycle
through the injection event might have an impact on soot
reduction.

Finally, the combustion characteristics of single and post injec-
tions at 3 bar IMEP are plotted in Fig. 15. Prior to starting the
main premixed burn, the two combustion cases have virtually
identical cool flame portions of the early heat release rate and long
ignition delays. Sufficient mixing time due to the long ignition
delay and low combustion temperature �due to the large EGR rate�

Fig. 12 Changes in cylinder pressure with increased load and
post injections „injection pressure 1100 bar…

Fig. 13 Comparison of emissions between single and post in-
jections for the conditions of Fig. 12 and Table 3 „injection
pressure 1100 bar for both single and post injections…

Fig. 14 AHRR and ROI profile obtained with post injections for
the conditions of Fig. 13 „injection pressure 1100 bar…

Fig. 15 Comparison of combustion characteristics and ROI
profile between single and post injection with Pinj=1100 bar,
Rs=1.83 at 3 bar IMEP
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are the major reasons for the decreased engine-out emissions.
Note, however, that a second long ignition delay is found in case
of post injection associated with the second injection. This means
that significant extra time is available for mixing for the second
injection before its combustion occurs. This is an explanation for
the fact that more soot reduction is achieved through improved
late-cycle mixing with the post injection.

Conclusions
The effect of late-cycle mixing enhancement by post injections

on combustion and engine-out emissions in the low-temperature
combustion regime was experimentally investigated. The baseline
operating condition considered for low-temperature combustion
was chosen to be 1500 rpm, 3 bar IMEP with 50% EGR rate, and
the effects of injection parameters �SOI timing, dwell, and fuel-
injected amounts in each pulse� and the use of post injection to
increase the allowable load were studied.

Post injections were shown to be useful to reduce soot emis-
sions in low-temperature combustion regimes by facilitating late-
cycle mixing. Since post injection leads to late-cycle mixing im-
provement, further reductions in soot emissions were achieved
without deteriorating the NOx emissions. With smaller amounts of
second fuel injected, better soot emissions were obtained. How-
ever, the determination of the dwell between the injections was
found to be very important for the emissions. The study showed
that the combustion of each injected fuel pulse occurs in a distinct
“premixed” combustion process. Low emissions and higher load
operation can be achieved by optimizing the combustion phasing
for each pulse.
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On-Line Measurements of Engine
Oil Aeration by X-Ray Absorption
The oil aeration in a V-6 spark-ignition passenger car engine under motoring condition
was measured by the X-ray absorption method in the speed range of 2000–6000 rpm.
Measurements were made at different locations in the sump representing the state of the
oil at (1) the pump inlet, (2) the head return, and (3) the timing chain return. The
aeration of the block return was estimated from these measurements. At a fixed engine
speed, the aeration (in % volume of air) of the head return and the chain return were
about the same, and they were approximately twice the value found in the block return.
This distribution did not change with engine speed. When weighted by the flow rate,
however, the block return contributed to 55% of the aeration at the pump inlet; the total
contribution of the head return and the chain return was 45% (36% from head return and
9% from chain return). Further aeration observations were made by comparing the cases
with and without the oil sump windage tray in place. When the tray was removed,
aeration at the pump inlet was found to increase by less than 30% for all speeds.
�DOI: 10.1115/1.2360604�

Introduction

The presence of air in the engine oil system can adversely affect
the lubrication and hydraulic functions �1–5�; in some cases, se-
vere aeration leads to hardware failures �e.g., loss of lubrication in
the rotating components �4,5��. The degree of aeration is espe-
cially severe at high engine speeds because of the increased level
of air ingestion into the oil, and because of the shorter residence
time in the sump for the air bubbles to rise and escape from
entering the oil pump inlet.

The solubility of air in the engine oil is governed by the Bunsen
coefficient or Henry’s constant �the two quantities are related; see
Appendix A�. The amount of air dissolved in the oil is propor-
tional to the system pressure p. Thus if the aeration �defined as the
ratio of the volume of free air to the total volume of air and oil� is
high at the oil pump inlet, it will be substantially lower when the
fluid is pressurized by the pump since more air will dissolve in the
oil. However when the pressure is released, for example, in a
rotating bearing due to the centrifugal force, air will be signifi-
cantly desorbed and will have an adverse effect on the system
performance. Therefore, it is of interest to inventory the flow of
free air into the oil pump inlet.

Measurements of aeration level were either done by sampling
the oil, letting the air separate out and measuring its volume �3,4�,
or by monitoring the density of the fluid consisting of the free air
and oil together. For the latter, the density may be measured iner-
tially, usually by using a Coriolis flow meter �6,7�, or by X-ray
absorption �8�. The density measurement methods are preferred
because they can monitor the engine state in real time.

This paper describes the measurement of aeration in a passen-
ger car engine motoring at high speed by X-ray absorption. The
method was used to inventory the flow of free air in the sump
pump inlet and in the return flows from the head and timing chain,
respectively. Also aeration level comparisons were made for the
engine operating with and without the windage tray. The purpose
was to quantify the sources of free air that is fed to the sump
pump.

X-Ray Absorption Method
A commercially available X-ray absorption based apparatus

�Air-X from DSI-Deltabeam �8�� was used to monitor aeration in
an engine. The measurement principle was based on the fact that
free air has a negligible X-ray absorption cross section compared
to the engine oil. Thus if the aeration level is x, defined by

x =
Volume of free air

Volume of free air + Volume of oil
�1�

where free air refers to the air with is trapped but not dissolved in
the oil, then x is related to the measured X-ray intensities I by

x =
log�I/I0�
log�I1/I0�

�2�

Here, I0 and I1 are the intensities measured at x=0 �all oil� and
x=1 �all air� in a calibration process �see the Nomenclature for
symbol definitions�.

Error Estimate. The error estimate for the aeration measure-
ment may be obtained from Eq. �2� as

��x�2 = � �x

�I
�x�2

+ � �x

�I0
�I0

�2

+ � �x

�I1
�I1

�2

�3�

The worst case �largest �x� is when x=0 �all oil�. Then

��x�2 =
2

�log�I1/I0��2��I0

I0
�2

�4�

Since the detector counts X-ray photons, the signals are subject to
shot noise, whence

��I0

I0
�2

=
1

Ċ�
�5�

where Ċ� is the total count of photons received by the detector at

x=0 at a counting rate of Ċ in a time interval �. Thus the error
estimate for the aeration level x is

�x =
1

�log�I1/I0��� 2

Ċ�
�6�

The error in x is proportional to �1/��1/2. Hence there is a tradeoff
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between uncertainty and time resolution.

For the Air-X machine, I1 / I0�2; the counting rate Ċ from the
Cadmium 109 X-ray source is of the order of 50,000 per s �the
value is for a new source; the half-life of the source is 1.3 year�.
The tradeoff between accuracy and time resolution is shown in
Fig. 1. For the results in this paper, � was set at 5 s. Then �x is of
the order of 1%.

Measurement Adjustments. There are two adjustments to be
made to the measurements according to Eq. �2�. First, the instru-
ment may be calibrated by measuring I0 at a different temperature
than the in-use temperature. Then the thermal expansion of the oil
density has to be taken into account. The instrument was used to
measure the relative density of the oil as a function of temperature
�Fig. 2�, and these data were stored to be used for density correc-
tion. The Air-X apparatus software has build-in functions to do
this correction.

The second adjustment is due to the fact that the sample is
transferred from the engine at temperature T1 and pressure p1 to
the instrument measurement section which is at a different tem-
perature and pressure �T2 and P2�. Thus the measured value of
aeration, x2, has to be converted to the value x1 in the engine by
accounting for the change in volume of free air and oil due to
temperature and pressure changes, and the desorption/absorption
of air from the oil. Details of the calculation are described in
Appendix B.

Experimental Setup
A production Ford 3.0L V6 DOHC engine was used in this

study. The setup has been described in a previous publication �9�;
it is briefly described here for completeness. The engine was
driven by a 75 hp motor with a 2.29 gear ratio chain drive so that

a maximum speed of 8000 rpm was achievable. The engine was
instrumented with thermocouples and pressure gauges to monitor
steady state and transient conditions.

The engine was filled with 4 l of SAE 5W-20 oil. The oil prop-
erties are shown in Table 1. When the engine was not running, the
oil level was 10 mm below the lowest point of the crank shaft
counter weight trajectory. When the engine was operating, ap-
proximately 2.2 l of oil remained in the sump, while the rest oc-
cupied the various engine passageways.

The oil was externally heated or cooled to obtain a reasonable
range of temperatures, but the temperature was not precisely con-
trolled because the oil was also heated by the friction of the mo-
toring process. Depending on the engine speed and the location of
measurement, the oil temperature was in the range of 80–110°C.

The flow paths of the oil in the engine and in the sump are
shown in Figs. 3 and 4. There were three head return paths �two
for the right-head and one for the left-head� which drained directly
into the sump. The oil form the cam chain and the pump relief
returned at the front side of the engine. We will use the name
“block return” to refer to the oil returned from the engine compo-
nents in the block �the main and connecting rod bearings, and the
blow-by�; this flow was nominally collected on the windage tray
and drained to the surface of the sump oil.

Oil Sampling. At first, we attempted to sample directly the oil
from the head return by using a funnel to collect that oil and to
feed it to the Air-X instrument. The measured aeration, however,
depended very much on the sample flow rate �which was regu-
lated by the pump of the instrument� because isokinetic sampling

Fig. 1 Required integration time as a function of standard de-
viation in aeration measurement „�x… and count rates

Fig. 2 Air-X sensor signal as a function of oil temperature and
the inferred relative density; SAE 5W-20 oil. The density was
pegged at the published value at 15.6°C „60°F….

Table 1 Properties of the lubrication oil used in this experi-
ment from Ref. †10‡

SAE grade 5W-20

API service SJ/EC
Gravity 35 °API
Density, @ 15.5°C 851 kg/m3

Flash point, COC 185°C
Kinematic viscosity at 40°C 4.9�10−5 m2/s
Kinematic viscosity at 100°C 8.8�10−6 m2/s
Viscosity index 161
HT/HS Viscosity @ 150°C 2.65 cP
Pour point −45°C
Sulfated ash 0.94 wt. %
Total base number 7.5 TBN
ASTM color 4

Fig. 3 Oil flow paths in the engine
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condition was not achieved. The situation is illustrated in Fig. 5.
When the oil flow collected by the funnel is faster than the sample
flow rate �Fig. 5�a��, the fresh oil spills out of the funnel; the
sampling draws in the oil which has been sitting in the funnel for
some time, during which some of the air bubbles rise and escape.
Therefore the instrument measures a lower aeration level. When
the sample flow rate is faster than the collection rate �Fig. 5�b��,
air is ingested by the sampling system; hence the instrument mea-
sures a higher aeration level.

The final sampling configuration is shown in Fig. 6. Oil was
sampled from the oil pan at points close to where the various
return oil flows entered the sump oil and at the entrance to the
pump. �In principle, the oil pan acted as a large collecting funnel,
but in this case, it was part of the engine instead of the sampling
system so that the effects illustrated in Fig. 5 were not relevant.�
The sample locations were at the:

1. Sump pump inlet
2. Head oil return path �referred to as head return�
3. Oil return from the cam chain chamber �referred to as the

chain return�.

The sampling rate was 1 l per min, which was less than 10% of
the oil throughput rate at all the engine speeds in the experiments.
The three sample lines were selected by a set of valves to direct

the flow to the Air-X instrument. The line length from locations 1,
2, and 3 to the X-ray apparatus was 0.58, 0.89, and 0.53 m, re-
spectively. The line inner diameters were 12 mm. The residence
time of the oil in the line was 4–6 s. The temperature drop from
the sump �at 80–110°C� to the instrument measurement section
was approximately 4°C.

Aeration Measurements
Typical aeration data are shown in Fig. 7 for the three sampling

locations. To flush out the sampling system, the first portion of the
data were not used when the sampling line was switched. The
steady state data scatter was of the order of 1 percentage point.

The continuous data for a speed change are shown in Fig. 8. It
took approximately 50 s for the measured value to re-establish
steady state. This time constant was a combination of the filling/
emptying time of the sampling system and the adjustment time of
the aeration level in the engine. When the speed was changed,
typically a 50–100 s wait period ensured a steady state condition.

To investigate whether the aeration level was dependent on the
previous state, the following four sets of data were taken with the
procedure described above:

�i� baseline data in which the speed was changed from 2000
to 6000 rpm in 1000 rpm increments;

�ii� then the data was repeated with the engine speed changed
in the order of 2000, 5000, 3000, 6000, and 4000 rpm;

�iii� the engine was shut down for 100 s after the second ex-
periment, and �i� was repeated. The oil was given the
chance to deaerate, while the temperature was only re-
duced modestly;

Fig. 4 Geometry of oil flow in the sump. Top figure: view from
top of sump with windage tray removed. Bottom figure: view
from the bottom of the sump towards the top of the engine.

Fig. 5 Nonisokinetic sampling of oil flow. „a… Sampling rate
smaller than the collection rate – spill over; „b… sampling rate
faster than the collection rate – ingestion of air.

Fig. 6 Engine oil sampling points in the sump; the line draw-
ing is to scale. The sampling locations were „1… sump pump
inlet; „2… head return; „3… chain return. The glass view tube in
the right picture was not used in this experiment.

Fig. 7 Typical aeration data from the three locations shown in
Fig. 6. Engine speed ranged from 2000 to 6000 rpm. Sample
integration time of 5 s; 1 l /min sample flow.
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�iv� The data were taken after a 24 h waiting period during
which the oil had completely deaerated and cooled to am-
bient temperature.

The results are shown in Fig. 9. The four procedures produced
essentially the same results. �Some of the data points overlapped.�
Thus the steady state aeration level is an equilibrium value which
does not depend on prior conditions.

The data in Fig. 9 clearly show that the aeration increased with
engine speed and that location 1, being further from the oil surface
than location 3, had a lower aeration level. These observations are
consistent with the explanation that air bubbles rise and escape
from the sump oil; so aeration decreases as a function of depth
and increases with higher engine speed �shorter residence time�.

To decouple the speed effect and sump residence time effect on
the aeration at the pump inlet, the total oil volume in the engine
was changed. The premise was that the residence time should
scale as the oil volume in the sump divided by the pump flow rate.
The engine oil was drained and refilled with 4, 4.5, and 5 l of
5W-20 oil, respectively. When the engine was running, the
amount of oil in the sump was at approximately 2.2, 2.7, and
3.2 l; thus there should be a significant change in the sump resi-
dence time at the same engine speed.

The aeration values at the pump inlet for the three different oil
volumes are shown in Fig. 10. �Note that the pump relief valve
kicked in at 3000 rpm; but that should not affect the results for
comparing the aeration at the same rpm.� The aeration increased
with speed; there was, however, no significant dependence on oil
volume within the experimental uncertainty of ±1%. Further ex-
perimental results are therefore needed to clarify the role of air
bubble rise and the sump residence time on aeration.

Flow of Free Air in the Sump
Figure 11 shows the oil aeration as a function of engine speeds

at the three locations shown in Fig. 6. Location 1 measured the oil
at the pump inlet; location 2 measured the oil returned from the
head; location 3 measured the oil returned from the chain. The oil
flow through the engine was known �see Fig. 12�: 12% delivered
to each side of the head, 6% to the chain drive, and 70% to the
main and connecting rod bearings. Since the flow at the sump
pump inlet was equal to the sum of the flows returning from the
head, the chain and the block, the aeration of the block return may

Fig. 8 Aeration measurement in a speed change. Measure-
ment from sump pump inlet „location 1….

Fig. 9 Aeration at different engine speeds for locations 1 and
3 in Fig. 6. The four data points at each speed for each location
correspond to the values obtained from the four procedures
described in the text.

Fig. 10 Aeration at the sump pump inlet „location 1… for total
engine oil volumes of 4.0, 4.5, and 5.0 l „corresponding to 2.2,
2.7, and 3.2 l of oil in the sump when engine was running…

Fig. 11 Aeration measurements as a function of engine speed
at different locations in the sump

Fig. 12 Oil flow distribution in engine. Sump pump relief valve
activated at 3000 rpm.
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be estimated. In this estimate, the oil from the relief valve was
assumed to be at the same aeration as the pump inlet since the
entrained air that was absorbed when the oil was pressurized
would be released when the pressure was relieved. Furthermore,
the amount of deaeration was assumed to be small in the sump.
This assumption was supported by the insensitivity of the aeration
at the pump inlet to the oil volume �Fig. 10�. Nevertheless, the
resulting value for the block return aeration would be a lower
estimate. Then,

xb =
�Qi − Qr�x1 − Qhx2 − Qcx3

Qb
�7�

where

xb� aeration of the block return �i.e., oil return from engine
components in the block�
x1� aeration at the pump inlet �measured at location 1�
x2� aeration of the head return oil �measured at location 2�
x3� aeration of the chain return oil �measured at location 3�
Qi� volume flow rate at the pump inlet
Qr� relief valve flow rate �valve activated at 3000 rpm�
Qh� head �both sides� flow rate
Qc� chain drive flow rate

The estimated aeration, xb, of the block return is shown as a
dashed line in Fig. 11.

The data in Fig. 11 show that the aeration of the head return and
the chain return oil were about the same; they were approximately
twice the values found in the block return. This distribution did
not change with the engine speed. When weighed by the flow rate,
however, the block return contributed to 55% of the aeration at the
pump inlet; the total contribution of the head return and chain
return was 45% �36% from head return and 9% from chain re-
turn�, see Fig. 13. �Since the oil flow from the relief valve was
assumed to have the same aeration as the pump inlet, it was not
considered as a primary source of aeration, and therefore not in-
cluded in this accounting.� Thus both the block return and head
return were major contributors to the flow of trapped air to the
sump pump. The chain return contribution was much less because
of the low volumetric flow rate.

Measurements Without Windage Tray
To assess the effect of the windage tray on aeration, measure-

ments were made with the windage tray removed. The results are
shown in Fig. 14. When the tray was removed, the aeration at the
sump pump inlet increased by less than 30% for all speeds.

The windage tray blocks the majority of the oil drops in the
crankcase from striking the oil in the sump. Only 20% of the
windage tray area was open for venting �see Figs. 3 and 4�. If the
oil drops from the moving crank and the blow-by were a major
source of aeration, a much bigger difference in aeration would be
expected when the windage tray was removed.

To explain this observation, it was conjectured that a significant
amount of aeration was produced by the droplets striking the oil
layer on the windage tray. Therefore, the difference between the
cases with and without the windage tray in place was only in the
interaction of the oil drops from the crankcase with the oil layer
on the tray and with the oil in the sump. Hence, a big difference
was not found.

Conclusions
The oil aeration in a motoring V-6 spark-ignition passenger car

engine was measured by X-ray absorption. The method was used
to inventory the flow of free air to the sump pump inlet from the
return oil flows. The following observations were made:

1. At a fixed engine speed, the aeration �as % volume of free
air in the air/oil mixture� of the head return and the chain
return were about the same, and they were approximately
twice the value found in the block return. This distribution
did not change with engine speed.

2. When weighted by the flow rate, however, the block return
contributed to 55% of the aeration at the pump inlet and the
head return contributed to 36%. The chain return contribu-
tion of 9% was much smaller because the volume flow rate
was much less.

3. There were no significant changes in aeration at the sump
pump inlet when the total engine oil volume was changed
from 4 to 5 l, which corresponded to a sump oil volume of
2.2 and 3.2 l under running condition.

4. When the windage tray was removed, aeration at the pump
inlet increased by less than 30% over all engine speeds.

The X-ray absorption method was found to be a very effective
means of measuring oil aeration in an engine.
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Fig. 13 Distribution of air transport from the returns

Fig. 14 Aeration at sump pump inlet as a function of engine
speed, with and without windage tray in place
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Nomenclature
’ � quantities dissolved in oil

B � Bunsen coefficient

Ċ � X-ray counting rate at detector
H � Henry’s constant
I � measured X-ray intensity

I0 � measured X-ray intensity at x=0
I1 � measured X-ray intensity at x=1

N0 � mole of oil
N � mole of free air

N’ � mole of dissolved air
p � absolute pressure

p* � reference pressure �1 bar�
Qi � volume flow rate at pump inlet
Qr � relief valve flow rate �valve activated at

3000 rpm�
Qh � head �both sides� flow rate
Qc � chain drive flow rate
R � universal gas constant
T � temperature

T* � reference temperature �293 K�
Voil � volume of oil

V � volume of air
V* � volume of dissolved air when released to the

reference condition of T* and p*

x � aeration level; ratio of volume of free air to
total volume of free air plus oil

xb � aeration of block return
x1 � aeration at pump inlet �measured at location 1�
x2 � aeration of head return oil �measured at loca-

tion 2�
x3 � aeration of chain return oil �measured at loca-

tion 3�
�0 � molar density of oil
� � standard deviation
� � integration time of the X-ray detector

Appendix A: Relationship Between Henry’s Constant
and Bunsen Coefficient

Henry’s constant H and Bunsen coefficient B are two ways of
assessing the solubility of air in a liquid. Consider N0 mole of oil
in thermodynamic equilibrium with air at absolute pressure p.
Then the number of moles of dissolved air, N’, is governed by the
Henry’s constant H,

p = H
N�

N0 + N�
�A1�

The Bunsen coefficient B is defined by the following:

V* = BVoil
p

p*
�A2�

where Voil is the oil volume and V* is the volume occupied by the
dissolved air when it is released to a reference condition at p* and
T* �1 bar and 293 K�. Thus,

N� =
p*V*

RT* �A3�

where R is the universal gas constant. Comparing Eqs. �A1�–�A3�,
the Bunsen coefficient and Henry’s constant are related by

B =
�0RT*

H − p
�A4�

where �0 is the molar density of the oil. For N0�N’ �equivalent
to H�p�, which is usually the case, Eq. �B4� simplifies to

B =
�0RT*

H
�A5�

Typical values for air dissolving in lubrication oil are �0
=1.76 kmol/m3, B=0.09, H=476 bar.

Appendix B: Relationship Between Aeration Level at
Sample Inlet and at Instrument Measurement Section

At the sample inlet, the instrument draws in N1 mole of free air
and N1’ mole of dissolved air which is contained in N0 mole of oil
at temperature T1 and pressure p1. The free air occupies a volume
of V1 given by

V1 =
N1RT1

p1
�B1�

where R is the universal gas constant. The aeration level x1 at the
inlet is given by

x1 =
V1

V1 + N0/�0,1
�B2�

where �0,1 is the molar density of oil at the inlet condition. This
sample �free air+oil+dissolved air� is transferred to the measure-
ment section of the instrument which is at temperature T2 and
pressure p2. Here the volume of free air is V2. The aeration level
x2 at the measurement section is given by

x2 =
V2

V2 + N0/�0,2
�B3�

where �0,2 is the molar density of oil at the measurement section.
To calculate x1 from x2, two physical effects have to be ac-

counted for: �i� the change in gaseous and liquid volumes via the
ideal gas law and coefficient of expansion of the oil; �ii�
desorption/absorption of air by the oil. The calculation applies
Henry’s law �Eq. �A1�, assuming that N0�N’� to relate the free
and dissolved quantities of air, and notes that the total moles of
free and dissolved air are conserved,

N2 + N2� = N1 + N1� �B4�

After some algebra, x1 is related to x2 by

x1 =
�

1 + �
�B5�

where

� 	 � p2

p1

T1

T2

�0,1

�0,2
� x2

1 − x2
+

�0,1RT1

H1
� p2

p1

H1

H2
− 1� �B6�

The subscripts 1 and 2 refer to the inlet and measurement section
conditions, respectively. The first term in the � expression in Eq.
�B6� represents the effect of changes in gaseous and liquid vol-
umes. The second term represents the desorption/absorption ef-
fect. For T2, P2 is the same as T1, P1, and the expression reduces
to x1=x2.
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Supplementary Backward
Equations T„p ,h…, v„p ,h…, and
T„p ,s…, v„p ,s… for the Critical
and Supercritical Regions
„Region 3… of the Industrial
Formulation IAPWS-IF97 for
Water and Steam
In modeling advanced steam power cycles, thermodynamic properties as functions of
pressure and enthalpy �p ,h� or pressure and entropy �p ,s� are required in the critical and
supercritical regions (region 3 of IAPWS-IF97). With IAPWS-IF97, these calculations
require cumbersome two-dimensional iteration of temperature T and specific volume v
from �p ,h� or �p ,s�. While these calculations in region 3 are not frequently required, the
computing time can be significant. Therefore, the International Association for the Prop-
erties of Water and Steam (IAPWS) adopted backward equations for T�p ,h�, v�p ,h�,
T�p ,s�, and v�p ,s� in region 3, along with boundary equations for the saturation pressure
as a function of enthalpy, p3sat�h�, and of entropy, p3sat�s�. Using the new equations,
two-dimensional iteration can be avoided. The numerical consistency of temperature and
specific volume obtained in this way is sufficient for most uses. This paper summarizes
the need and the requirements for these equations and gives complete numerical infor-
mation. In addition, numerical consistency and computational speed are
discussed. �DOI: 10.1115/1.2181598�
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1 Introduction
In 1997, the International Association for the Properties of Wa-

ter and Steam �IAPWS� adopted its formulation for industrial use
for the thermodynamic properties of water and steam �IAPWS-
IF97� �1,2�. IAPWS-IF97 contains fundamental equations and
saturation equations; it also contains equations for the most often
used backward functions T�p ,h� and T�p ,s� for the liquid region 1
and the vapor region 2; see Fig. 1.

In 2001, IAPWS-IF97 was supplemented by equations for the
backward function p�h ,s� for regions 1 and 2 �see Fig. 1� �3,4�.
This is referred to here as IAPWS-IF97-S01.

In modeling advanced steam power cycles, thermodynamic
properties as functions of �p ,h� or �p ,s� are required in region 3.
Performing these calculations with IAPWS-IF97 requires two-
dimensional iteration using the functions p�v ,T�, h�v ,T� or
p�v ,T�, s�v ,T� that can be explicitly derived from the region 3
fundamental equation f�v ,T�. While these calculations in region 3
are not frequently required, the relatively large computing time
can be significant. Therefore, in 2003 IAPWS adopted backward
functions T3

03�p ,h�, v3
03�p ,h� and T3

03�p ,s�, v3
03�p ,s� �see Fig. 1�.

With temperature and specific volume calculated from the new
backward equations, the other properties in region 3 can be cal-
culated using the IAPWS-IF97 basic equation f3

97�v ,T�. Subse-
quently, equations for the saturation pressure as a function of en-
thalpy p3sat

03 �h� and as a function of entropy p3sat
03 �s� for the

saturated-liquid and saturated-vapor boundaries of region 3 �see
Fig. 1� were developed. Using these boundary equations, it can be
determined directly whether a state point is in the single-phase or
two-phase region. The boundary equations were adopted by
IAPWS in 2004 and became part of the “Revised Supplementary
Release on Backward Equations for the Functions T�p ,h�, v�p ,h�
and T�p ,s�, v�p ,s� for Region 3 of the IAPWS Industrial Formu-
lation 1997 for the Thermodynamic Properties of Water and
Steam” �5�, referred to here as IAPWS-IF97-S03rev. The purpose
of this paper is to document IAPWS-IF97-S03rev.

Figure 1 also shows an additional supplementary release, re-
ferred to as IAPWS-IF97-S04, which was adopted in 2004 for
efficient calculation of properties in region 3 as a function of the

variables �h ,s� �6�. The entire system of adopted and proposed
supplementary backward equations to IAPWS-IF97 is summa-
rized in �7�.

2 Backward Equations T„p ,h…, v„p ,h…, T„p ,s…, and
v„p ,s… for Region 3

2.1 Consistency Requirements IAPWS-IF97 region 3 is cov-
ered by a basic equation for the Helmholtz free energy f3

97�v ,T�;
see Fig. 2. Derived from this equation are the pressure p, specific
enthalpy h, and specific entropy s as functions of specific volume
v and temperature T. Equations for backward functions need to be
numerically consistent with the basic equation. The consistency
requirements for the backward functions T�p ,h�, v�p ,h�, T�p ,s�,
and v�p ,s� can be formulated as follows:

��T� = �T3�p3
97�v,T�,h3

97�v,T�� − T� � ��T�tol �1�

��v
v
� = �v3�p3

97�v,T�,h3
97�v,T�� − v

v
� � ��v

v
�

tol
�2�

��T� = �T3�p3
97�v,T�,s3

97�v,T�� − T� � ��T�tol �3�

��v
v
� = �v3�p3

97�v,T�,s3
97�v,T�� − v

v
� � ��v

v
�

tol
�4�

Equation �1� means that the difference between the temperature
calculated from the backward equation T3�p ,h� for given values
of p and h and the temperature obtained by iteration from the
IAPWS-IF97 basic equation for the same p and h must be smaller
than the tolerance ��T�tol. For the specific volume, Eq. �2�, the
similarly defined relative difference must be smaller than the tol-
erance ��v /v�tol. Equations �3� and �4� give similar consistency
requirements for the backward functions T�p ,s� and v�p ,s�.

The tolerance for consistency of the backward functions T�p ,h�
and T�p ,s� with the basic equation f�v ,T�, ��T�tol=25 mK, was
determined by IAPWS �8,9� in an international survey. ��T�tol and
other tolerances for this work are listed in Table 1.

The tolerance �vtol for consistency of the backward functions
v�p ,h� and v�p ,s� can be estimated from the total differentials

1To whom correspondence should be addressed.
Submitted to ASME for publication in the JOURNAL OF ENGINEERING FOR GAS TUR-

BINES AND POWER. Manuscript received March 17, 2005; final manuscript received
January 10, 2006. Review conducted by L. Langston.

Fig. 1 Regions and equations of IAPWS-IF97, IAPWS-IF97-
S01, IAPWS-IF97-S04, and the backward equations T3

03
„p ,h…,

v3
03
„p ,h…, T3

03
„p ,s…, and v3

03
„p ,s… and boundary equations

p3sat
03

„h… and p3sat
03

„s… of this work

Fig. 2 Numerical consistency relations of the backward func-
tions T„p ,h…, v„p ,h…, and T„p ,s…, v„p ,s… with the IAPWS-IF97
basic equation f3

97
„v ,T…

Table 1 Numerical consistency values ��T�tol of †8,9‡ required
for T„p ,h… and T„p ,s…, values ��h�tol, ��s�tol of †11‡, and resulting
tolerances ��v /v�tol required for v„p ,h… and v„p ,s…

��T�tol ��h�tol ��s�tol ��v /v�tol

25 mK 80 J kg−1 0.1 J kg−1 K−1 0.01%
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�vtol = � �v
�T
	

h

�Ttol + � �v
�h
	

T

�htol �5�

and

�vtol = � �v
�T
	

s

�Ttol + � �v
�s
	

T

�stol �6�

where the partial derivatives are calculated from the IAPWS-IF97
basic equation �10� and �htol and �stol were determined for
IAPWS-IF97 from a survey of power companies and related in-
dustries �11�. In order to provide conservative uncertainties, only
the mean value of the smallest of the four summands of Eqs. �5�
and �6� was taken for determining �vtol. Table 1 shows the result-
ing tolerance ��v /v�tol=0.01% for both v�p ,h� and v�p ,s�.

2.2 Development of Equations. A major motivation for the
development of IAPWS-IF97 and its supplementary backward
equations was reducing computing time. Investigations during the
development of IAPWS-IF97 showed that polynomials in the
form of series of additions and multiplications are effective as
basic terms �12�. Therefore the following general functional form
was used:

Z�X,Y�
Z* = 


i

ni� X

X* + a	Ii� Y

Y* + b	Ji

�7�

The final equations were found from Eq. �7� by an approximation
algorithm �13–16�. The reducing parameters Z*, X*, and Y* are
maximum values of the corresponding property within the range
of validity of the equation. The shifting parameters a and b were
determined by nonlinear optimization. The exponents Ii, Ji, and
coefficients ni were determined from the structure optimization
method of Wagner �17� and Setzmann and Wagner �18�, which
chooses the optimal terms from a bank of terms with various
values of Ii and Ji. In the optimization process, the backward
equations were fitted to T-v-p-h or T-v-p-s values, with p, h, and
s calculated from the IAPWS-IF97 basic equation f3

97�v ,T�, for
values of v and T distributed over the range of validity. The criti-
cal point was set as a constraint. The algorithm considers the
computing time needed for the equation as a part of the optimiza-
tion. Details of the fitting processes are given in �13,19�.

2.3 Subregions. Region 3 is defined by 623.15 K�T
�863.15 K and pB23

97 �T�� p�100 MPa �see Fig. 1�, where pB23
97

represents the B23 equation of IAPWS-IF97. Investigations
showed that it was not possible to meet the numerical consistency
values of Table 1 with a simple equation for each function. The
problem was solved by dividing region 3 into two subregions, 3a
and 3b �see Fig. 3�.

The boundary between subregions 3a and 3b approximates the
critical isentrope s=sc. In order to decide the appropriate subre-
gion for the functions T3�p ,h� and v3�p ,h�, the boundary equation
h3ab�p�, Eq. �8�, is used; see Fig. 3. This equation is a third-degree
polynomial in reduced pressure

h3ab�p�
h* = ���� = n1 + n2� + n3�2 + n4�3 �8�

where �=h /h* and �= p / p* with h*=1 kJ kg−1 and p*=1 MPa.
The coefficients n1 to n4 are listed in Table 2. The function h3ab�p�
is valid from the critical point up to 100 MPa. The temperature at
100 MPa is 762.380873481 K. Equation �8� does not exactly de-
scribe the critical isentrope. The maximum specific entropy devia-
tion is

where Tit
97 and vit

97 are obtained by iteration using p3
97�v ,T� and

s3
97�v ,T� derived from the IAPWS-IF97 basic equation for region

3. If the given specific enthalpy h is greater than h3ab�p� calculated
from the given pressure p, then the state point is located in sub-
region 3b, otherwise it is in subregion 3a �see Fig. 3�.

For the functions T�p ,s� and v�p ,s�, input points can be tested
directly to identify the subregion since entropy is an independent
variable. If the given specific entropy s is less than or equal to

sc = 4.41202148223476 kJ kg−1 K−1

then the point is located in subregion 3a; otherwise it is in subre-
gion 3b. The critical specific entropy sc is given with 15 digits to
avoid numerical problems.

For computer-program verification, Eq. �8� gives the following
p-h point: p=25 MPa, h3ab�p�=2.095936454�103 kJ kg−1.

2.4 Backward Equations T„p ,h… and v„p ,h…

2.4.1 T�p ,h�

2.4.1.1 Subregion 3a. The backward equation T3a�p ,h� has the
dimensionless form

T3a�p,h�
T* = �3a��,�� = 


i=1

31

ni�� + 0.240�Ii�� − 0.615�Ji �9�

where �=T /T*, �= p / p*, and �=h /h* with T*=760 K, p*

=100 MPa, and h*=2300 kJ kg−1. The coefficients ni and expo-
nents Ii and Ji are listed in Table 3.

2.4.1.2 Subregion 3b. The backward equation T3b�p ,h� is

T3b�p,h�
T* = �3b��,�� = 


i=1

33

ni�� + 0.298�Ii�� − 0.720�Ji �10�

where �=T /T*, �= p / p*, and �=h /h* with T*=860 K, p*

=100 MPa, and h*=2800 kJ kg−1. The coefficients ni and expo-
nents Ii and Ji are listed in Table 4.

Fig. 3 Division of region 3 into subregions 3a and 3b for the
backward equations T3„p ,h…, v3„p ,h…, T3„p ,s…, and v3„p ,s…

Table 2 Coefficients of Eq. „8…

i ni i ni

1 0.201464004206875�104 3 −0.219921901054187�10−1

2 0.374696550136983�101 4 0.875131686009950�10−4
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2.4.2 v�p ,h�

2.4.2.1 Subregion 3a. The backward equation v3a�p ,h� has the
dimensionless form

v3a�p,h�
v* = �3a��,�� = 


i=1

32

ni�� + 0.128�Ii�� − 0.727�Ji �11�

where �=v /v*, �= p / p*, and �=h /h* with v*=0.0028 m3 kg−1,
p*=100 MPa, and h*=2100 kJ kg−1. The coefficients ni and expo-
nents Ii and Ji are listed in Table 5.

2.4.2.2 Subregion 3b. The backward equation v3b�p ,h� is

v3b�p,h�
v* = �3b��,�� = 


i=1

30

ni�� + 0.0661�Ii�� − 0.720�Ji �12�

where �=v /v*, �= p / p*, and �=h /h* with v*=0.0088 m3 kg−1,
p*=100 MPa, and h*=2800 kJ kg−1. The coefficients ni and expo-
nents Ii and Ji are listed in Table 6.

2.4.3 Test Values. To assist in computer-program verification
of Eqs. �9�–�12�, Table 7 contains test values for calculated tem-
peratures and specific volumes.

2.4.4 Consistency With IAPWS-IF97. The maximum and root-
mean-square �RMS� differences between temperatures calculated

from Eqs. �9� and �10� and from the IAPWS-IF97 basic equation
f3
97�v ,T� are listed in Table 8. Table 8 also contains the maximum

and RMS relative deviations for specific volumes from Eqs. �11�
and �12� compared to IAPWS-IF97. The maximum deviations for
temperature and specific volume are less than the permissible val-
ues. The critical temperature and critical volume are reproduced
exactly. The RMS value is given as

�zRMS =� 1

m

i=1

m

��zi�2

where �zi can be either the absolute or percentage difference be-
tween the corresponding quantities z and m is the number of �zi
values �100 million points well distributed over the range of va-
lidity�.

2.4.5 Consistency at the Subregion Boundary. The maximum
difference between the backward equations T3a�p ,h�, Eq. �9�, and
T3b�p ,h�, Eq. �10�, along the subregion boundary h3ab�p�, Eq. �8�,
is 0.37 mK, which is smaller than the 25 mK numerical consis-
tency specified for IAPWS-IF97. The maximum relative differ-
ence between the backward equations v3a�p ,h�, Eq. �11�, and
v3b�p ,h�, Eq. �12�, along this boundary is 0.00015%, which is
smaller than the 0.01% consistency requirement of Eqs. �11� and
�12� with the IAPWS-IF97 basic equation.

Table 3 Coefficients and exponents of Eq. „9…

i Ii Ji ni i Ii Ji ni

1 −12 0 −0.133645667811215�10−6 17 −3 0 −0.384460997596657�10−5

2 −12 1 0.455912656802978�10−5 18 −2 1 0.337423807911655�10−2

3 −12 2 −0.146294640700979�10−4 19 −2 3 −0.551624873066791
4 −12 6 0.639341312970080�10−2 20 −2 4 0.729202277107470
5 −12 14 0.372783927268847�103 21 −1 0 −0.992522757376041�10−2

6 −12 16 −0.718654377460447�104 22 −1 2 −0.119308831407288
7 −12 20 0.573494752103400�106 23 0 0 0.793929190615421
8 −12 22 −0.267569329111439�107 24 0 1 0.454270731799386
9 −10 1 −0.334066283302614�10−4 25 1 1 0.209998591259910

10 −10 5 −0.245479214069597�10−1 26 3 0 −0.642109823904738�10−2

11 −10 12 0.478087847764996�102 27 3 1 −0.235155868604540�10−1

12 −8 0 0.764664131818904�10−5 28 4 0 0.252233108341612�10−2

13 −8 2 0.128350627676972�10−2 29 4 3 −0.764885133368119�10−2

14 −8 4 0.171219081377331�10−1 30 10 4 0.136176427574291�10−1

15 −8 10 −0.851007304583213�101 31 12 5 −0.133027883575669�10−1

16 −5 2 −0.136513461629781�10−1

Table 4 Coefficients and exponents of Eq. „10…

i Ii Ji ni i Ii Ji ni

1 −12 0 0.323254573644920�10−4 18 −3 5 −0.307622221350501�101

2 −12 1 −0.127575556587181�10−3 19 −2 0 −0.574011959864879�10−1

3 −10 0 −0.475851877356068�10−3 20 −2 4 0.503471360939849�101

4 −10 1 0.156183014181602�10−2 21 −1 2 −0.925081888584834
5 −10 5 0.105724860113781 22 −1 4 0.391733882917546�101

6 −10 10 −0.858514221132534�102 23 −1 6 −0.773146007130190�102

7 −10 12 0.724140095480911�103 24 −1 10 0.949308762098587�104

8 −8 0 0.296475810273257�10−2 25 −1 14 −0.141043719679409�107

9 −8 1 −0.592721983365988�10−2 26 −1 16 0.849166230819026�107

10 −8 2 −0.126305422818666�10−1 27 0 0 0.861095729446704
11 −8 4 −0.115716196364853 28 0 2 0.323346442811720
12 −8 10 0.849000969739595�102 29 1 1 0.873281936020439
13 −6 0 −0.108602260086615�10−1 30 3 1 −0.436653048526683
14 −6 1 0.154304475328851�10−1 31 5 1 0.286596714529479
15 −6 2 0.750455441524466�10−1 32 6 1 −0.131778331276228
16 −4 0 0.252520973612982�10−1 33 8 1 0.676682064330275�10−2

17 −4 1 −0.602507901232996�10−1
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2.5 Backward Equations T„p ,s… and v„p ,s…

2.5.1 T�p ,s�

2.5.1.1 Subregion 3a. The backward equation T3a�p ,s� has the
dimensionless form

T3a�p,s�
T* = �3a��,�� = 


i=1

33

ni�� + 0.240�Ii�� − 0.703�Ji �13�

where �=T /T*, �= p / p*, and �=s /s* with T*=760 K, p*

=100 MPa, and s*=4.4 kJ kg−1 K−1. The coefficients ni and expo-
nents Ii and Ji are listed in Table 9.

2.5.1.2 Subregion 3b. The backward equation T3b�p ,s� is

T3b�p,s�
T* = �3b��,�� = 


i=1

28

ni�� + 0.760�Ii�� − 0.818�Ji �14�

where �=T /T*, �= p / p*, and �=s /s* with T*=860 K, p*

=100 MPa, and s*=5.3 kJ kg−1 K−1. The coefficients ni and expo-
nents Ii and Ji are listed in Table 10.

2.5.2 v�p ,s�

2.5.2.1 Subregion 3a. The backward equation v3a�p ,s� has the
dimensionless form

Table 5 Coefficients and exponents of Eq. „11…

i Ii Ji ni i Ii Ji ni

1 −12 6 0.529944062966028�10−2 17 −2 16 0.568366875815960�104

2 −12 8 −0.170099690234461 18 −1 0 0.808169540124668�10−2

3 −12 12 0.111323814312927�102 19 −1 1 0.172416341519307
4 −12 18 −0.217898123145125�104 20 −1 2 0.104270175292927�101

5 −10 4 −0.506061827980875�10−3 21 −1 3 −0.297691372792847
6 −10 7 0.556495239685324 22 0 0 0.560394465163593
7 −10 10 −0.943672726094016�101 23 0 1 0.275234661176914
8 −8 5 −0.297856807561527 24 1 0 −0.148347894866012
9 −8 12 0.939353943717186�102 25 1 1 −0.651142513478515�10−1

10 −6 3 0.192944939465981�10−1 26 1 2 −0.292468715386302�101

11 −6 4 0.421740664704763 27 2 0 0.664876096952665�10−1

12 −6 22 −0.368914126282330�107 28 2 2 0.352335014263844�101

13 −4 2 −0.737566847600639�10−2 29 3 0 −0.146340792313332�10−1

14 −4 3 −0.354753242424366 30 4 2 −0.224503486668184�101

15 −3 7 −0.199768169338727�101 31 5 2 0.110533464706142�101

16 −2 3 0.115456297059049�101 32 8 2 −0.408757344495612�10−1

Table 6 Coefficients and exponents of Eq. „12…

i Ii Ji ni i Ii Ji ni

1 −12 0 −0.225196934336318�10−8 16 −4 6 −0.321087965668917�101

2 −12 1 0.140674363313486�10−7 17 −4 10 0.607567815637771�103

3 −8 0 0.233784085280560�10−5 18 −3 0 0.557686450685932�10−3

4 −8 1 −0.331833715229001�10−4 19 −3 2 0.187499040029550
5 −8 3 0.107956778514318�10−2 20 −2 1 0.905368030448107�10−2

6 −8 6 −0.271382067378863 21 −2 2 0.285417173048685
7 −8 7 0.107202262490333�101 22 −1 0 0.329924030996098�10−1

8 −8 8 −0.853821329075382 23 −1 1 0.239897419685483
9 −6 0 −0.215214194340526�10−4 24 −1 4 0.482754995951394�101

10 −6 1 0.769656088222730�10−3 25 −1 5 −0.118035753702231�102

11 −6 2 −0.431136580433864�10−2 26 0 0 0.169490044091791
12 −6 5 0.453342167309331 27 1 0 −0.179967222507787�10−1

13 −6 6 −0.507749535873652 28 1 1 0.371810116332674�10−1

14 −6 10 −0.100475154528389�103 29 2 2 −0.536288335065096�10−1

15 −4 3 −0.219201924648793 30 2 6 0.160697101092520�101

Table 7 Test values for temperature and specific volume calculated from Eqs. „9…–„12… for selected pressures and enthalpies

Equation p /MPa h /kJ kg−1 T /K v /m3 kg−1

T3a�p ,h�, Eq. �9�
v3a�p ,h�, Eq. �11�

20 1700 6.293083892�102 1.749903962�10−3

50 2000 6.905718338�102 1.908139035�10−3

100 2100 7.336163014�102 1.676229776�10−3

T3b�p ,h�, Eq. �10�
v3b�p ,h�, Eq. �12�

20 2500 6.418418053�102 6.670547043�10−3

50 2400 7.351848618�102 2.801244590�10−3

100 2700 8.420460876�102 2.404234998�10−3
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v3a�p,s�
v* = �3a��,�� = 


i=1

28

ni�� + 0.187�Ii�� − 0.755�Ji �15�

where �=v /v*, �= p / p*, and �=s /s* with v*=0.0028 m3 kg−1,
p*=100 MPa, and s*=4.4 kJ kg−1 K−1. The coefficients ni and ex-
ponents Ii and Ji are listed in Table 11.

2.5.2.2 Subregion 3b. The backward equation v3b�p ,s� is

v3b�p,s�
v* = �3b��,�� = 


i=1

31

ni�� + 0.298�Ii�� − 0.816�Ji �16�

where �=v /v*, �= p / p*, and �=s /s* with v*=0.0088 m3 kg−1,
p*=100 MPa, and s*=5.3 kJ kg−1 K−1. The coefficients ni and ex-
ponents Ii and Ji are listed in Table 12.

2.5.3 Test Values. To assist in computer-program verification
of Eqs. �13�–�16�, Table 13 contains test values for calculated
temperatures and specific volumes.

2.5.4 Consistency with IAPWS-IF97. The maximum and RMS
differences between the temperatures calculated from Eqs. �13�
and �14� and the IAPWS-IF97 basic equation f3

97�v ,T� in compari-
son with the permissible differences are listed in Table 14. Table
14 also contains the maximum and RMS relative deviations for
the specific volume of Eqs. �15� and �16� from IAPWS-IF97. The
maximum deviations for temperature and specific volume are less
than the permissible values. The critical temperature and critical
volume are reproduced exactly.

2.5.5 Consistency at the Subregion Boundary. The maximum
difference between the backward equations T3a�p ,s�, Eq. �13�, and
T3b�p ,s�, Eq. �14�, along the subregion boundary sc is 0.093 mK.
The maximum relative specific volume difference between the
backward equations v3a�p ,s�, Eq. �15�, and v3b�p ,s�, Eq. �16�,

Table 8 Maximum and root-mean-square differences between
temperature and specific volume calculated from Eqs. „9…–„12…
and those from the IAPWS-IF97 basic equation f3

97
„v ,T… and re-

lated tolerances

Subregion Equation
��T�tol
�mK�

��T�max
�mK�

��T�RMS
�mK�

3a �9� 25 23.6 10.5
3b �10� 25 19.6 9.6

Subregion Equation ��v /v�tol
�%�

��v /v�max
�%�

��v /v�RMS
�%�

3a �11� 0.01 0.0080 0.0032
3b �12� 0.01 0.0095 0.0042

Table 9 Coefficients and exponents of Eq. „13…

i Ii Ji ni i Ii Ji ni

1 −12 28 0.150042008263875�1010 18 −4 10 −0.368275545889071�103

2 −12 32 −0.159397258480424�1012 19 −4 36 0.664768904779177�1016

3 −10 4 0.502181140217975�10−3 20 −2 1 0.449359251958880�10−1

4 −10 10 −0.672057767855466�102 21 −2 4 −0.422897836099655�101

5 −10 12 0.145058545404456�104 22 −1 1 −0.240614376434179
6 −10 14 −0.823889534888890�104 23 −1 6 −0.474341365254924�101

7 −8 5 −0.154852214233853 24 0 0 0.724093999126110
8 −8 7 0.112305046746695�102 25 0 1 0.923874349695897
9 −8 8 −0.297000213482822�102 26 0 4 0.399043655281015�101

10 −8 28 0.438565132635495�1011 27 1 0 0.384066651868009�10−1

11 −6 2 0.137837838635464�10−2 28 2 0 −0.359344365571848�10−2

12 −6 6 −0.297478527157462�101 29 2 3 −0.735196448821653
13 −6 32 0.971777947349413�1013 30 3 2 0.188367048396131
14 −5 0 −0.571527767052398�10−4 31 8 0 0.141064266818704�10−3

15 −5 14 0.288307949778420�105 32 8 1 −0.257418501496337�10−2

16 −5 32 −0.744428289262703�1014 33 10 2 0.123220024851555�10−2

17 −4 6 0.128017324848921�102

Table 10 Coefficients and exponents of Eq. „14…

i Ii Ji ni i Ii Ji ni

1 −12 1 0.527111701601660 15 −5 6 0.880531517490555�103

2 −12 3 −0.401317830052742�102 16 −4 12 0.265015592794626�107

3 −12 4 0.153020073134484�103 17 −3 1 −0.359287150025783
4 −12 7 −0.224799398218827�104 18 −3 6 −0.656991567673753�103

5 −8 0 −0.193993484669048 19 −2 2 0.241768149185367�101

6 −8 1 −0.140467557893768�101 20 0 0 0.856873461222588
7 −8 3 0.426799878114024�102 21 2 1 0.655143675313458
8 −6 0 0.752810643416743 22 3 1 −0.213535213206406
9 −6 2 0.226657238616417�102 23 4 0 0.562974957606348�10−2

10 −6 4 −0.622873556909932�103 24 5 24 −0.316955725450471�1015

11 −5 0 −0.660823667935396 25 6 0 −0.699997000152457�10−3

12 −5 1 0.841267087271658 26 8 3 0.119845803210767�10−1

13 −5 2 −0.253717501764397�102 27 12 1 0.193848122022095�10−4

14 −5 4 0.485708963532948�103 28 14 2 −0.215095749182309�10−4
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along this boundary is 0.00046%. In both cases, the maximum
difference is much smaller than numerical differences with the
IAPWS-IF97 equation.

2.6 Computing Time Relative to IAPWS-IF97. A major
motivation for the development of these backward equations was
reducing the computing time required to obtain T and v given
�p ,h� or �p ,s�. Using the equations developed here, the calcula-
tion is about 14 times faster than two-dimensional iteration of the
IAPWS-IF97 basic equation with convergence tolerances set to
the values shown in Table 1.

3 Equations psat„h… and psat„s… for Region 3

3.1 Determination of Region Boundaries From „p ,h… and
„p ,s…. The boundaries between region 3 and the liquid-vapor two-
phase region 4 are the saturated liquid �x=0� and saturated vapor
�x=1�; see Figs. 4 and 5. To identify whether a state point is
located in region 4 or in region 3, iterations using the IAPWS-
IF97 basic equation f3

97�v ,T� are required to calculate the enthalpy
or entropy from a given pressure on the saturation curves of re-
gion 3. The equations p3sat�h� and p3sat�s� provided here make it

Table 12 Coefficients and exponents of Eq. „16…

i Ii Ji ni i Ii Ji ni

1 −12 0 0.591599780322238�10−4 17 −4 2 −0.121613320606788�102

2 −12 1 −0.185465997137856�10−2 18 −4 3 0.167637540957944�101

3 −12 2 0.104190510480013�10−1 19 −3 1 −0.744135838773463�101

4 −12 3 0.598647302038590�10−2 20 −2 0 0.378168091437659�10−1

5 −12 5 −0.771391189901699 21 −2 1 0.401432203027688�101

6 −12 6 0.172549765557036�101 22 −2 2 0.160279837479185�102

7 −10 0 −0.467076079846526�10−3 23 −2 3 0.317848779347728�101

8 −10 1 0.134533823384439�10−1 24 −2 4 −0.358362310304853�101

9 −10 2 −0.808094336805495�10−1 25 −2 12 −0.115995260446827�107

10 −10 4 0.508139374365767 26 0 0 0.199256573577909
11 −8 0 0.128584643361683�10−2 27 0 1 −0.122270624794624
12 −5 1 −0.163899353915435�101 28 0 2 −0.191449143716586�102

13 −5 2 0.586938199318063�101 29 1 0 −0.150448002905284�10−1

14 −5 3 −0.292466667918613�101 30 1 2 0.146407900162154�102

15 −4 0 −0.614076301499537�10−2 31 2 2 −0.327477787188230�101

16 −4 1 0.576199014049172�101

Table 13 Test values for temperature and specific volume calculated from Eqs. „13…–„16… for
selected pressures and entropies

Equation p /MPa s /kJ kg−1 K−1 T /K v /m3 kg−1

T3a�p ,s�, Eq. �13�
v3a�p ,s�, Eq. �15�

20 3.8 6.282959869�102 1.733791463�10−3

50 3.6 6.297158726�102 1.469680170�10−3

100 4.0 7.056880237�102 1.555893131�10−3

T3b�p ,s�, Eq. �14�
v3b�p ,s�, Eq. �16�

20 5.0 6.401176443�102 6.262101987�10−3

50 4.5 7.163687517�102 2.332634294�10−3

100 5.0 8.474332825�102 2.449610757�10−3

Table 11 Coefficients and exponents of Eq. „15…

i Ii Ji ni i Ii Ji ni

1 −12 10 0.795544074093975�102 15 −3 2 −0.118008384666987
2 −12 12 −0.238261242984590�104 16 −3 4 0.253798642355900�101

3 −12 14 0.176813100617787�105 17 −2 3 0.965127704669424
4 −10 4 −0.110524727080379�10−2 18 −2 8 −0.282172420532826�102

5 −10 8 −0.153213833655326�102 19 −1 1 0.203224612353823
6 −10 10 0.297544599376982�103 20 −1 2 0.110648186063513�101

7 −10 20 −0.350315206871242�108 21 0 0 0.526127948451280
8 −8 5 0.277513761062119 22 0 1 0.277000018736321
9 −8 6 −0.523964271036888 23 0 3 0.108153340501132�101

10 −8 14 −0.148011182995403�106 24 1 0 −0.744127885357893�10−1

11 −8 16 0.160014899374266�107 25 2 0 0.164094443541384�10−1

12 −6 28 0.170802322663427�1013 26 4 2 −0.680468275301065�10−1

13 −5 1 0.246866996006494�10−3 27 5 2 0.257988576101640�10−1

14 −4 5 0.165326084797980�101 28 6 0 −0.145749861944416�10−3

300 / Vol. 129, JANUARY 2007 Transactions of the ASME

Downloaded 02 Jun 2010 to 171.66.16.106. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



possible to determine without iteration whether the given point is
in region 4 or region 3.

The boundary between regions 1 and 3 can be calculated di-
rectly from a given pressure p and from T=623.15 K using the
IAPWS-IF97 basic equation g1

97�p ,T�. The boundary between re-
gions 2 and 3 can be calculated directly from p and from the B23
equation T=TB23

97 �p� of IAPWS-IF97 using the basic equation
g2

97�p ,T�.

3.2 Consistency Requirements. The required accuracy of the
equations for the saturation boundaries of region 3 results from
IAPWS requirements on backward functions. The backward func-
tions T�p ,h�, v�p ,h�, T�p ,s�, and v�p ,s� must fulfill their numeri-
cal consistency requirements when using p3sat�h� and p3sat�s� to
determine the region for a given state point.

3.3 Boundary Equations psat„h… and psat„s…

3.3.1 The Equations. p3sat�h� describes the saturated-liquid
and saturated-vapor curves, including the critical point, in the en-
thalpy range �see Fig. 4�:

h��623.15 K� � h � h��623.15 K� ,

where h��623.15 K� = 1.670858218 � 103 kJ kg−1

and h��623.15 K� = 2.563592004 � 103 kJ kg−1

p3sat�h� has the dimensionless form

p3sat�h�
p* = ���� = 


i=1

14

ni�� − 1.02�Ii�� − 0.608�Ji �17�

where �= p / p* and �=h /h* with p*=22 MPa and h*

=2600 kJ kg−1. The coefficients ni and exponents Ii and Ji are
listed in Table 15.

If the given pressure p is greater than p3sat�h� calculated from
the given enthalpy h, then the point is located in region 3, other-
wise it is in region 4 �see Fig. 4�. To assist in computer-program
verification of Eq. �17�, Table 16 contains test values for calcu-
lated pressures.

p3sat�s� describes the saturated-liquid and saturated-vapor
curves, including the critical point, in the entropy range �see
Fig. 5�

s��623.15 K� � s � s��623.15 K� ,

where s��623.15 K� = 3.778281340 kJ kg−1 K−1

and s��623.15 K� = 5.210887825 kJ kg−1 K−1

p3sat�s� has the dimensionless form

p3sat�s�
p* = ���� = 


i=1

10

ni�� − 1.03�Ii�� − 0.699�Ji �18�

where �= p / p* and �=s /s* with p*=22 MPa and s*

=5.2 kJ kg−1 K−1. The coefficients ni and exponents Ii and Ji are

Table 14 Maximum and root-mean-square differences be-
tween the temperature and specific volume calculated from
Eqs. „13…–„16… and those from the IAPWS-IF97 basic equation
f3
97
„v ,T… and related tolerances

Subregion Equation
��T�tol
�mK�

��T�max
�mK�

��T�RMS
�mK�

3a �13� 25 24.8 11.2
3b �14� 25 22.1 10.1

Subregion Equation ��v /v�tol
�%�

��v /v�max
�%�

��v /v�RMS
�%�

3a �15� 0.01 0.0096 0.0052
3b �16� 0.01 0.0077 0.0037

Fig. 4 IAPWS-IF97 region 3 and the boundary equation p3sat„h…
in a p-h diagram

Fig. 5 IAPWS-IF97 region 3 and the boundary equation p3sat„s…
in a p-s diagram

Table 15 Coefficients and exponents of Eq. „17…

i Ii Ji ni i Ii Ji ni

1 0 0 0.600073641753024 8 8 24 0.252304969384128�1018

2 1 1 −0.936203654849857�101 9 14 16 −0.389718771997719�1019

3 1 3 0.246590798594147�102 10 20 16 −0.333775713645296�1023

4 1 4 −0.107014222858224�103 11 22 3 0.356499469636328�1011

5 1 36 −0.915821315805768�1014 12 24 18 −0.148547544720641�1027

6 5 3 −0.862332011700662�104 13 28 8 0.330611514838798�1019

7 7 0 −0.235837344740032�102 14 36 24 0.813641294467829�1038

Table 16 Pressure values calculated from Eq. „17…

Equation h /kJ kg−1 p /MPa

p3sat�h�, Eq. �17� 1700 1.724175718�101

2000 2.193442957�101

2400 2.018090839�101
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listed in Table 17.
If the given pressure p is greater than p3sat�s� calculated from

the given entropy s, then the point is located in region 3, other-
wise it is in region 4 �see Fig. 5�. To assist in computer-program
verification of Eq. �18�, Table 18 contains test values for calcu-
lated pressures.

3.3.2 Consistency With IAPWS-IF97 Saturation Equation. The
maximum relative deviations between the calculated pressures
p3sat�h�, Eq. �17�, and p3sat�s�, Eq. �18�, and the IAPWS-IF97
saturation equation psat

97�T� are 0.00043% for Eq. �17� and
0.0033% for Eq. �18�.

3.3.3 Consistency of Backward Equations With IAPWS-IF97
Along the Boundary Equations psat�h� and psat�s�. The maximum
temperature differences between the backward equations
T3a�p ,h�, Eq. �9�, and T3b�p ,h�, Eq. �10�, and the IAPWS-IF97
basic equation f3

97�v ,T� along the boundary given by p3sat�h�, Eq.
�17�, are shown in Table 19. Table 19 also shows the maximum
percentage differences of specific volume between the backward
equations v3a�p ,h�, Eq. �11�, and v3b�p ,h�, Eq. �12�, and the
IAPWS-IF97 basic equation along p3sat�h�. The maximum differ-
ences are much smaller than the corresponding tolerances. Table
20 shows a similar comparison using the boundary equation
p3sat�s�, Eq. �18�. Once again, the tolerances for consistency are
easily met.

3.4 Computing Time Relative to IAPWS-IF97. The motiva-
tion for the development of p3sat�h�, Eq. �17�, and p3sat�s�, Eq.
�18�, was reducing the computing time to determine the region for
a given state point �p ,h� or �p ,s�. With these boundary equations,
this calculation is significantly faster than the iterative calculation
that would otherwise be required.

4 Application of Equations
The numerical consistency of the backward equations presented

in Sec. 2 and of the boundary equations presented in Sec. 3 with
the IAPWS-IF97 basic equation is sufficient for most applications
in heat-cycle and boiler calculations. For users not satisfied with
this consistency, these equations are recommended for generating
starting points to reduce the time required for convergence of an
iterative process.

These equations can only be used in the ranges of validity de-
scribed in Secs. 2.3 and 3.3.1. They should not be used for deter-
mining thermodynamic derivatives. Derivatives can be deter-
mined from the IAPWS-IF97 fundamental equation f3

97�v ,T� as
described in �10�. The equations should also not be used in itera-
tive calculations of other backward functions such as p�h ,s�. It-
eration should only be performed by using the fundamental equa-
tions of IAPWS-IF97.

In any case, depending on the application, a conscious decision
is required whether to use the backward and boundary equations
or to calculate the corresponding values by iteration from the ba-
sic equation of IAPWS-IF97.

5 Further Information
Further details of the numerical consistency mentioned in Secs.

2.4.4, 2.4.5, 2.5.4, 2.5.5, and 3.3.2 may be found in the disserta-
tion of Knobloch �19�. Computer code for these equations may be
obtained from the corresponding author �H.-J.K.�, and links to
sources for software implementing IAPWS property formulations
may be found on the IAPWS website �www.iapws.org�.

6 Summary
We have presented backward equations T�p ,h�, v�p ,h�, T�p ,s�,

and v�p ,s� and boundary equations psat�h� and psat�s� for water in
IAPWS-IF97 region 3. The numerical consistencies of tempera-
ture and specific volume calculated from the backward equations
with the IAPWS-IF97 basic equation f3

97�v ,T� are sufficient for
most applications in heat-cycle and boiler calculations. The new
backward equations are about 14 times faster than the iterative
calculation that would otherwise be needed.

The consistencies of the boundary equations psat�h� and psat�s�
with the IAPWS-IF97 saturation equation psat

97�T� are sufficient to

Table 17 Coefficients and exponents of Eq. „18…

i Ii Ji ni i Ii Ji ni

1 0 0 0.639767553612785 6 12 14 −0.378829107169011�1018

2 1 1 −0.129727445396014�102 7 16 36 −0.955586736431328�1035

3 1 32 −0.224595125848403�1016 8 24 10 0.187269814676188�1024

4 4 7 0.177466741801846�107 9 28 0 0.119254746466473�1012

5 12 4 0.717079349571538�1010 10 32 18 0.110649277244882�1037

Table 18 Pressure values calculated from Eq. „18…

Equation s /kJ kg−1 K−1 p /MPa

p3sat�s�, Eq. �18� 3.8 1.687755057�101

4.2 2.164451789�101

5.2 1.668968482�101

Table 19 Maximum differences of temperature and specific
volume calculated by Eqs. „9…–„12… from the IAPWS-IF97 basic
equation f3

97
„v ,T… along the boundary equation p3sat„h…, Eq. „17…,

and related tolerances

Subregion Equation
��T�tol
�mK�

��T�max
�mK�

3a �9� 25 0.47
3b �10� 25 0.46

Subregion Equation ��v /v�tol
�%�

��v /v�max
�%�

3a �11� 0.01 0.00077
3b �12� 0.01 0.0012

Table 20 Maximum differences of temperature and specific
volume calculated by Eqs. „13…–„16… from the IAPWS-IF97 basic
equation f3

97
„v ,T… along the boundary equation p3sat„s…, Eq. „18…,

and related tolerances

Subregion Equation
��T�tol
�mK�

��T�max
�mK�

3a �13� 25 2.69
3b �14� 25 2.12

Subregion Equation ��v /v�tol
�%�

��v /v�max
�%�

3a �15� 0.01 0.0034
3b �16� 0.01 0.0020
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determine the region given �p ,h� or �p ,s�. The boundary equa-
tions are significantly faster than the iterative calculation that
would otherwise be needed.

For applications where the demands on numerical consistency
are extremely high, iteration using the IAPWS-IF97 equations
may still be necessary. In these cases, the equations presented can
be used to generate very accurate starting values.
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Nomenclature
f 	 specific Helmholtz free energy
g 	 specific Gibbs free energy
h 	 specific enthalpy
p 	 pressure
s 	 specific entropy
T 	 absolute temperature
v 	 specific volume
� 	 difference in any quantity
� 	 reduced enthalpy, �=h /h*

� 	 reduced temperature �=T /T*

� 	 reduced pressure, �= p / p*


 	 density
� 	 reduced entropy, �=s /s*

� 	 reduced volume, �=v /v*

n 	 coefficient
I, J 	 exponent
i, j 	 serial number

Superscripts
97 	 quantity or equation of IAPWS-IF97
01 	 equation of IAPWS-IF97-S01
03 	 equation of IAPWS-IF97-S03rev
04 	 equation of IAPWS-IF97-04

* 	 reducing quantity
� 	 saturated liquid state
� 	 saturated vapor state

Subscripts
1 	 region 1
2 	 region 2
3 	 region 3

3a 	 subregion 3a
3b 	 subregion 3b

3ab 	 boundary between subregions 3a and 3b
4 	 region 4
5 	 region 5

B23 	 boundary between regions 2 and 3
c 	 critical point
it 	 iterated quantity

max 	 maximum value of a quantity
RMS 	 root-mean-square value of a quantity

sat 	 saturation state
tol 	 tolerance value of a quantity
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